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ABSTRACT— Load frequency control is a major issue in power 

systems operation. The performance of adaptive particle swarm 

optimization (PSO) , coefficient diagram method (CDM) and 

conventional integral (PI) controller are compared for an isolated 

single area non re-heated turbine microgrid with using both of 

electric vehicle (EVs) and heat pump water heaters (HPs) as 

controllable loads. The dynamic response of LFC is studied using 

MATLAB 2017a Simulink package to validate the effectiveness of 

the proposed scheme. The results indicated that the system with 

PSO technique has better convergence and robustness than CDM 

in face of uncertainties due to load perturbations.   

 

   Keywords— Load Frequency Control (LFC), Particle Swarm 

Optimization (PSO), Coefficient Diagram Method (CDM), 

Electric Vehicle(EV), Heat Pump(HP). 
 

1.  INTRODUCTION  

 

Frequency is a key stability criterion in power system 

operation. At any area increasing load is a vast problem for 

power generation plants due to increase in demand for power. 

So, making balance between generation and demand is the 

operating principle of load frequency control (LFC) [1]. 

 

A system load change causes a change in the speed of 

Turbine-Generator rotor system. For stabilizing the system 

frequency, a primary control action of the governor control 

has been initiated. To regulate system perturbation in the 

frequency of the supply to set nominal value is the primary 

objective of automatic generation control (AGC). So, 

supplementary control action is required to restore frequency 

to nominal value and it regulates the interchange of power 

system for the reliability and quality of power supply [1–4]. 

This problem is generally referred to as load frequency control 

(LFC). The control is dependent on the governor speed 

regulation (R) and the integral controller gain (Ki).  

This control technique is found to be easy in implementation 

but generally gives large frequency deviations. Optimal 

control techniques based on feedback controllers have been 

proposed to achieve better performance [5–7] but it was found 

that some information about the states are difficult to be 

known completely. 

To overcome these drawbacks and to solve the load 

frequency control problem effectively, neural network, Fuzzy 

logic, and optimization algorithms as intelligent techniques are 

proposed by many authors [8-16]. Another various control 

strategy has been proposed and investigated by several 

researchers for LFC design of power systems for obtaining 

faster response and robustness against load perturbations like a 

MPC controller and can be obtained in [17]. 

 

Particle swarm optimization technique (PSO) has been 

introduced by Kennedy and Eberhart [18, 19]. It is initialized 

by a population of random solution for position and velocity. 

The potential solution called particles. Each particle keeps 

track of its coordinates in the search space which are 

associated with the optimum candidate solution (best fitness). 

The PSO technique can generate a high quality solution within 

shorter calculation time and stable convergence characteristic 

than other stochastic methods [20]. 

 

In [21], a coefficient diagram method is a new algebraic 

method for robust controller design of smart loads such as 

plug- in hybrid electric vehicle (EV) and heat pump (HP) for 

frequency controller in an isolated microgrid powered by 

photovoltaic system and diesel generator. This strategy is 

applied to a polynomial loop in the parameter space. 

 

In this study, Adaptive particle swarm algorithm (PSO) is 

used to determine the integral controller (Ki) according to the 

system dynamics to guarantee the best result as well as to 

ensure the robustness of the proposed controller.  In this 
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simulation study, an isolated single area power system is 

chosen and adaptive load frequency control of this system is 

made by PSO. The overshoots and settling times with the 

proposed PSO-I controller are better than the outputs of the 

conventional (I) controllers tuned by CDM technique. 

 

This paper is organized as follows: Section 2 describes 

the dynamics of the proposed system. Section 3 an overview 

on PSO and CDM techniques. Section 4 a frequency control 

based on adaptive PSO (System configuration). Section 5 

Simulation results. Finally, the conclusion is in Section 6. 

 

2.   SYSTEM DYNAMICS 

 

In this section, a simplified frequency response model for a 

single area microgrid with an aggregated generator unit is 

described in [22]. The state variable model is derived by 

means of block diagram for uncontrolled isolated microgrid 

shown in fig. 1. with the speed changer position is taken as 

control parameter.  

 

𝑋̇(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐶𝑑(𝑡)                                            (1) 

 

where, A is the system matrix, B is input distribution matrix, 

 C is input disturbance distribution matrix. Also, 𝑋̇(𝑡) is state 

vector, u(t) is control vector and d(t) is disturbancevector of 

load change. 

 

𝑥(𝑡) = [∆𝑓  ∆𝑝𝑔  ∆𝑝𝑣  ]𝑇                                                         (2)  

𝑢(𝑡) = [ ∆𝑝𝑐  ]                                                                        (3) 

𝑑(𝑡) = [ ∆𝑝𝑑  ]                                                                        (4) 

𝑦(𝑡) = [ 1 0 0]   where y = ∆𝑓                                              (5) 

 

For the single area non-reheat thermal system considered 

in this study, the conventional fixed Proportional integral (PI) 

controller was utilized with the following structure: 

 

𝐺𝑐 = 𝐾𝑝 +
𝐾𝑖

𝑆
                                                                          (6) 

 

Where 𝐾𝑝 is proportional gain, Ki and Kd are integral and 

derivative time constants, respectively. 
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Fig. 1. Block diagram of single area non-reheated turbine without controller. 

3.  An OVERVIEW: CDM and PSO TECHNIQUES. 

3. 1.  Coefficient Diagram Method (CDM) 

Coefficient Diagram Method (CDM) is an algebraic design 

approach-based polynomials and polynomial matrices. CDM 

is based on the stability index and equivalent time constant so 

it can be considered as generalized PID because of complexity 

of its controller than PID.  

 

The CDM is fairly new and not well-known, but its basic 

principle has been known in industry and in control 

community for more than 40 years with successful application 

in servo control, steel mill drives control, gas turbine control, 

and spacecraft attitude control [23]. 

 

The standard block diagram of the CDM design for a 

single input single output (SISO) linear time invariant system 

is shown in fig. 2.  
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Fig. 2. Block diagram of CDM closed loop control system. 

Here, y is the output, r is the reference input, u is the 

control and d is the external disturbance signal. N(s) and D(s) 

are the numerator and denominator polynomials of the transfer 

function of the plant respectively. Also, A(s) is the forward 

numerator polynomial, F(s) and B(s) are considered as 

reference numerator and feedback numerator polynomials of 

the controller respectively [21].  

 

The output of the closed loop control system can be described 

as: - 

𝑦 =
𝑁(𝑠)𝐹(𝑠)

𝑃(𝑠)
𝑟 +

𝐴(𝑠)𝑁(𝑠)

𝑃(𝑠)
𝑑                                                       (7) 

where, P(s) is considered as the characteristic polynomial of 

the closed-loop system and is defined by 

 

𝑃(𝑠) = 𝐴(𝑠)𝐷(𝑠) + 𝐵(𝑠)𝑁(𝑠)                                              (8) 

 

𝐴(𝑠) = ∑ 𝑙𝑖
𝑃
𝑖=0 𝑠𝑖       𝑎𝑛𝑑      𝐵(𝑠) = ∑ 𝑘𝑖

𝑞
𝑖=0 𝑠𝑖                      (9) 
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3. 2.  Particle Swarm Optimization (PSO) 

     

     PSO is one of the optimizations and evolutionary 

computation techniques. It has been found to be robust in 

solving problems featuring nonlinearity and non-

differentiability, and high dimensionality through adaptation, 

which is derived from the social-psychological theory. The 

features of the method are as follows: 

1. The method is developed from research on swarm such as  

     fish schooling and bird flocking. 

2.  It is based on a simple concept. Therefore, the computation  

     time is short and requires few memories [24]. 

3. It was originally developed for nonlinear optimization  

      problems with continuous variables. It is easily expanded  

      to treat a problem with discrete variables. According to the  

      research results for birds flocking are finding food by  

      flocking. 

 

      PSO is basically developed through simulation of bird 

flocking in two-dimension space. The position of each particle 

is represented by XY axis position and the velocity is 

expressed by Vx (the velocity of X axis) and Vy (the velocity 

of Y axis). Modification of the particle position is realized by 

the position and velocity information. Each particle knows its 

best value so far (Pbest) and its XY position.  

 

This information is analogy of personal experiences of 

each particle. Moreover, each particle knows the best value so 

far in the group (gbest) among (Pbest). This information is 

analogy of knowledge of how the other particles around them 

have performed. Namely, each particle tries to modify its 

position using the following information: 

• The current positions (x, y), 

• The current velocities (Vx, Vy), 

• The distance between the current position and Pbest 

• The distance between the current position and gbest 

 
 

 

 

 

 

 

 

 

 

 

Velocity of each particle can be modified by the following 

equation: 

 

𝑉 𝑖
𝑘+1  = 𝑤𝑉 𝑖

𝑘 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑1(𝑃 𝑏𝑒𝑠𝑡,𝑖
𝑘 − 𝑠 𝑖

𝑘) −  𝑐2 ∗

𝑟𝑎𝑛𝑑2(𝑔 𝑏𝑒𝑠𝑡,𝑖
𝑘 − 𝑠 𝑖

𝑘)                                                                 (10) 

 

where: - 

𝑉 𝑖
𝑘  :velocity of particle i at iteration k 

𝑆 𝑖
𝑘  :current position of particle i at iteration k 

𝑝𝑏𝑒𝑠𝑡,𝑖
𝑘  :personal best of ith particle at iteration k 

𝑔𝑏𝑒𝑠𝑡,𝑖
𝑘    :global best of ith particle at iteration k. 

𝐶1, 𝐶2 :social parameters 

𝑤 :the inertia weight used to accelerate the obtaining     

 of the global best solution in the search space 

rand1, rand2 :a positive random numbers drawn form  

 a uniform distribution between [0, 1]. 

 

The inertia weighting function is usually utilized in 

following equation: 

𝑤 =
𝑤𝑚𝑎𝑥− 𝑤𝑚𝑖𝑛

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
× 𝐼𝑡𝑒𝑟                                                        (11) 

where: - 

𝑤𝑚𝑎𝑥          :  Initial velocity 

𝑤𝑚𝑖𝑛        :  Final velocity 

𝑖𝑡𝑒𝑟𝑚𝑎𝑥     :  Maximum iteration number. 

  

Using equation (10), (11) a certain velocity, which 

gradually get close to (Pbest and gbest) can be calculated. the 

current position and velocity can be modified by the following 

equation: 

 

𝑆 𝑖
𝑘+1  = 𝑠 𝑖

𝑘+𝑉𝑖
𝑘+1                                                               (12) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.  Overall Simulink of single area power system including the proposed adaptive PSO controller. 
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The concept of modification of searching point by PSO is 

shown in fig. 3. 
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Fig. 3. Modification concept of searching point by PSO. 

4. SYSTEM CONFIGURATION 

The block diagram of a simplified frequency response 

model for an isolated single area power system including the 

proposed adaptive (PSO) controller is shown in fig. 4. 

 

The objective of the optimization problem is to minimize 

maximum overshoot, settling time and rise time as much as 

possible. The computational flow chart of adaptive PSO 

algorithm is shown in fig. 5. 

 

𝐹𝑚𝑖𝑛 =  ∑ 𝑀𝑝
2 + 𝑇𝑟

2 + 𝑇𝑠
2 + 𝐸𝑠𝑠

2                                                 (13)                                                         

 

where: - 

𝐹𝑚𝑖𝑛        :  Objective Cost function 

Mp                 :   Maximum overshoot 

Tr             :  Rise time (sec) 

Ts             :  Settling time (sec) 

Ess          :  Steady State error. 

 

The overall system consists of rotating mass and load, non 

re-heated turbine with GRC and governor with dead band 

constraints [25].  The frequency deviation is used as feedback 

for the closed loop control system. On the other hand, 

additional power sources have been utilized besides diesel 

generators such as Photovoltaic (PV) and HPs and EVs 

controllable loads which are modeled as a first order lag 

systems [26, 27].  

 

 

5.     RESULTS AND DISCUSSION 
 

     Digital simulations have been carried out in order to 

validate the effectiveness of the proposed scheme and Matlab/ 

Simulink package has been used for this purpose. A practical 

single area microgrid having these data as nominal parameters 

[2] is considered with the following data: the numerical data 

for the system are Ki = -0.3, Kp = -0.081, Tt = 0.40 sec,  

Tg = 0.10 sec, D = 0.12 pu/Hz, M =0.20 pu.sec and finally the 

droop characteristics (R) = 3 Hz/pu.  

Start

Specify the system parameters for PSO

Initialize with random position (S) and random velocity (V)

Calculate the Mp, Tr, Ts  for specified model in terms of integral controller Ki

Calculate the main objective function of proposed system

J= ∑(Mp²+Tr²+Ts² +Ess² )

     Is the objective function(J) is 

       better than the local best ?

keep the previous 

solution  
Local best = J

  Is the termination 

    criterion satisfied?

Print the optimum value of 

solution

Yes

No

No

Y
e
s

     Is the local best is better

      than the global best ?

gbest = Local 

best

keep the previous 

solution  

Update Velocity  

Update position  

No

Yes

 
Fig. 5. Flowchart of adaptive PSO 

 

 

The system performance is tested with the proposed PSO 

and compared with CDM controller and conventional PI 

controller at nominal parameters in case of connecting and 

disconnecting 2 units of EVs and 3 units of HPs controllable 

loads which listed in Table 1. The specific parameters values 

for the proposed PSO technique are mentioned in Table 2. 

 
Table 1. Multiple operating conditions of PSO 1 to PSO 5. 

Controller Start Stop Start stop 

HP1 0 s 40 s 70 s 100 s 

HP2 30 s 85 s --- --- 

HP3 --- 20 s 60 s 100 s 

EV1 --- 10 s 95 s 100 s 

EV2 25 s 50 s --- --- 
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Table 2. The specific parameters values for the proposed PSO technique 

Algorithm 

technique 

Parameters Values 

 

Particle Swarm 

Optimization [20] 

Swarm size 100 

Max Weight (w) 200 

Personal iterations 1.0 

Inertia Coefficient (C1) 15 

Inertia Coefficient (C2) 2.0 

 

The power of random load and photovoltaic source (PV) in 

case of load change and fluctuations as shown in fig. 6. 

 

     Figure 7 shows the frequency deviation with adding the 

controllable loads EVSs and HPs. It has been noticed that the 

system performance with the proposed adaptive controller 

tuned by PSO is more stable and fast convergence comparing 

to CDM and PI controller. 

 

     Figure 8 describes the power consumption HPs of the 

system with suggested adaptive controller compared to the 

fixed system. 

 

Figure 9 indicates the discharging occurred in the power of 

EVs by proposed adaptive control scheme. It is clarified that 

the discharged power of EVs of the suggested controller is less 

than those of the other fixed controller. 

 

Figure 10 shows the control signal obtained from PSO 

technique which used as adaptive controller in both HPs and 

EVs. 

 

Figure 11 describes the power absorbed by diesel Pm with 

the proposed adaptive controller adjusted by PSO and noticed 

that it is smaller than with CDM and PI controllers. 

 

 
(a) PV power.  (b) Random Load                                        

           Fig. 6. PV and random demand load power change. 

 
 

Fig. 7. Power system response of the frequency deviation. 

 
Fig. 8. Heat pump consumption power. 

 
Fig. 9. Electric vehicle discharging power. 
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(a) With HPs.   (b) With EVs. 

Fig. 10.  Control signal of adaptive PSO technique. 
 

 
 
 

(a) With PI.   (b) With CDM. (c) With PSO. 

Fig. 11. Change in diesel mechanical power. 

 

Finally, simulation results show that the system response in 

case of the proposed PSO technique is much better than that of 

CDM and PI controllers and able to deal with both of random 

load variations and parameter uncertainty more efficiently 

besides using the controllable loads EVs and HPs. 

 

6.   CONCLUSION 

 

A comparative study of performances of PSO and CDM 

based controllers to a single area load frequency control 

scheme is carried out in this work. The adaptive PSO 

controller is seen to perform very well as regards to the 

frequency and power fluctuations during operation conditions. 

 

The proposed technique showed good performance but 

highly depends on the choice of its parameters as shown in 

Table 2. PSO technique gave a very good stable performance 

of frequency and power responses during large disturbances. 

A close analysis of the results shows that there is a less 

overshoot and small settling time in case of the suggested PSO 

as compared to CDM and conventional PI controllers.  

So, PSO performs well even when the disturbance is very 

large and with non-linearity of the power system taken into 

consideration. 

 
 

NOMENCLATURE 

 

∆𝑓 Frequency deviation (Hz) 

∆𝑝𝑔 Change in governor output                                                                                                  

∆𝑝𝑚 Change in diesel mechanical power 

∆𝑝𝑑  Demand load power change                                                      

∆𝑝𝑐  Change in speed changer position                                    

∆𝑝𝑝𝑣 Power change in photovoltaic                                    

∆𝑝𝐸𝑉  Discharging power of hybrid electric vehicle                   
 
 

∆𝑝𝐻𝑃 Heat pump consumption power 

𝐷 Equivalent damping coefficient (pu/Hz) 

𝐻 Equivalent inertia constant (pu.sec) 

R
 
 Speed regulation parameter (Hz/pu) 

Tg 
 Governor time constant (sec) 

Tt Turbine time constant (sec) 

𝐿𝐹𝐶 Load frequency control 

𝑃𝑆𝑂 Particle swarm optimization 

𝐶𝐷𝑀 Coefficient diagram method 

𝐻𝑃 Heat pump 

𝐸𝑉 Electric vehicle 
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