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Abstract 
 

Several multivariate statistical methods are used in population genetics but there are very few studies that 
have revealed the strengths and weaknesses of different methods. Thus, this study aims to reveal the 
strengths and weaknesses of the different multivariate statistical methods used in population genetics 
through the world. This synthesis is carried out according to the methodology "Preferred Reporting Items 
for Systematic Reviews and Meta-Analyzes" (PRISMA). This study shown that various statistical methods 
or combination of multivariate statistical methods are used in population genetics. It emerges that there is 
no a priori a better method, so it is necessary to determine the method adapted to both the data collected 
and the research objective. This study identified the most commonly used multivariate statistical methods 
in genetics such as: Ordination methods (52.50%) are methods that summarize the information contained 
in the data matrix by minimizing wastage. This are: principal components analysis (by 32.0% of the 
articles), principal coordinates analysis (by 7.50% of the articles), discriminant analysis of principal 
component, factorial correspondence analysis, factorial discriminant analysis, factorial analysis on 
distance table. Clustering methods (35%) that aim to form groups of individuals that are as similar as 
possible, including the hierarchical ascending clustering (17.50% of articles), neighbor-joining, and 
Bayesian clustering model (by 15% of the articles). The analysis of the molecular variance (7.50%) which 
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consists of studying the intra and inter-population variation and the Mantel test (5%) which aims to test 
the correlation between the matrix of genetic distances and other distance matrices (environmental causes 
of genetic variability). 
 

 
Keywords: Genetics; multivariate statistical methods; ordination methods; classification methods. 
 

1 Introduction 
 
Genetic diversity is defined as the level of similarity or difference in the genetic makeup of individuals, 
populations and species [1]. This genetic diversity is extremely important because it represents the basic 
survival material and on which selection can act [2]. It can represent a direct advantage for a population, the 
adaptive value of a trait being generally higher for a gene with several allelic states or for a population 
formed by different individuals. Various types of markers are used for the study of genetic diversity. 
Morphological markers are initially used for the study of genetic diversity. Later, cytological and 
biochemical markers are used. Then with the advent of molecular tools, molecular markers became the 
method of choice for the analysis of genetic diversity [2]. This use of very specific markers means that the 
study of genetic variability generates data or results in the form of complex tables with a set of many 
variables and often of diverse typology [3]. Consequently, the summary of information has always been of 
interest in population genetics as in several fields such as biology, physics, computer science, economics, 
and social sciences. Thus, several multivariate statistical methods have been developed with the aim of 
reducing the number of variables, or even the number of individuals without considerable loss of 
information, in order to make interpretation easier and graphical representation easier [4]. That’s why the 
study of diversity and genetic structuring requires the use of adequate tools and techniques and suitable 
statistical methods. Indeed, the search for multivariate statistical methods used in genetics can be 
problematic. The question arises as to whether there is a method which is a priori defined as the most 
relevant for the study of genetic diversity. This study aims to achieve a synthesis of multivariate methods 
used in population genetics and specifically to: (i) identify the different multivariate statistical methods used 
for the study of genetic diversity; (ii) bring out the main criteria for using these methods, which can improve 
the quality of analyzes of the population genetic structure. 
 

2 Methodology 
 
The inclusion and exclusion method used in this study is based on the PRISMA method "Preferred 
Reporting Items for Systematic Reviews and Meta-Analyzes" [5]. Although the PRISMA diagram was 
created with the aim of improving the quality of the way of reporting systematic reviews, it is a standard 
relevant to any review of the literature [6]. 
 

2.1 Research strategy 
 
The electronic literature search was performed on the "Google" search engine, in order to find articles that 
used multivariate statistical methods to study the diversity and genetic structure of populations. The key 
words combinations were used in both French and English for the publications collection. The following key 
words were used: "Multivariate statistical methods, genetic diversity, populations", "Multivariate statistical 
methods, genetic diversity, and populations". 
 

2.2 Eligibility of study and data extraction 
 
A study is eligible for this review if: 
 

 deals with the analysis of the diversity genetic or population genetic structure; 
 a multivariate statistical method was used; 
 is written in French or English. 
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2.3 Inclusion criteria for data collection 
 
During the consultation of the database, all the publications found online were selected from the titles, 
available summaries and full texts. Thus, only those which are complete and meet the eligibility criteria were 
included. Thus, for data extraction, in each study the multivariate statistical method used was identified and 
noted. 
 

3 Results and Discussion 
 
3.1 Results 
 
From data collection we found two hundred and ninety (290) studies of which, sixteen (16) duplicates were 
found and excluded, one hundred twenty-two (122) titles not concerned were excluded, eleven (11) 
presenting only the title and or abstract also excluded and one hundred nine (109) non-eligible studies were 
excluded, to finally retain thirty-two (32) studies including five (5) theses and twenty-seven (27) articles. 
Table 1 presents the multivariate statistical methods identified in the bibliographic research of this study 
which are grouped into 04 categories: ordination methods (52.50%), classification methods (35%), 
molecular analysis of variance (7.50%) and the correlation test between matrices (5%). 
 

Table 1. Multivariate statistical methods used in genetics 
 

Statistical methods N Valide %  Cumulated %  
PCoA 3 7.50 7.50 
PCA 13 32.50 40.00 
DAPC  1 2.50 42.50 
FCA 1 2.50 45.00 
DFA 1 2.50 47.50 
FADT 2 5.00 52.50 
AMOVA 3 7.50 60.00 
AHC 7 17.50 77.50 
Neighbour-joining 1 2.50 80.00 
Bayesian Clustering Model 6 15.00 95.00 
Mantel Test 2 5.00 100.00 

PCoA: Principal Coordinates Analysis, PCA: Principal Component Analysis, AHC: Ascending Hierarchical 
Classification, AMOVA: Molecular Analysis of Variance, DAPC: Discriminant Analysis of Principal Component, 
FCA: Factorial Correspondence Analysis, DFA: Discriminating Factorial Analysis, FADT : Factorial Analysis on 

Distance Table 
 

3.2 Discussion 
 
In this section, we discussed our results by making a comparison with other similar studies available. Then 
we presented a summary of the different methods identified. This study addressed multivariate statistical 
methods used in population genetics in published research. This study made it possible to identify the most 
commonly used multivariate statistical methods in genetics: ordination methods are methods that summarize 
the information contained in the data matrix while minimizing loss. These are principal component analysis 
(PCA), principal coordinate analysis (PCoA), discriminant analysis of principal component (DAPC), 
factorial correspondence analysis (FCA), discriminant factorial analysis (DFA), factorial analysis on 
distance table (FADT); classification methods which aim to form groups of individuals as similar as possible 
which are among others the ascending hierarchical classification (AHC), neighbor-joining and Bayesian 
clustering model. The analysis of molecular variance (AMOVA) which consists of studying intra and inter 
population variation and the Mantel test which aims to test the correlation between the genetic distance 
matrix and other distance matrices (environmental causes of genetic variability). This study showed that 
multivariate statistical methods, simultaneously analyzing several variables on an individual, are widely used 
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in population genetics regardless of the type of phenotypic or molecular data. The methods identified in this 
review are nowadays the most used for the study of population genetic analysis and seem particularly useful 
and are similar to those found by [7], unlike the identification of new techniques: DAPC, DFA, FADT, 
AMOVA and Bayesian clustering model, which could be explained by the extraction of new types from 
complex genetic data resulting from the use of modern tools in recent years, in particular the types of 
markers which make the development of new specific methods. In most cases, the statistical analysis was 
carried out by combining different methods and in the majority it is the PCA associated with one of the 
classification methods, which corroborates the work of [7]. This study showed that the most used methods 
are: principal component analysis (32.50%), simple to carry out and that it exists in almost all statistical 
software and does not require any hypothesis on the distribution of the original variables ; ascending 
hierarchical classification (17.50%), no preliminary assumptions, simple and easy to interpret result; 
Bayesian clustering model (15%), constitutes a new efficient method taking into account the a priori 
information and that contained by the data with a low rate of assignment error and the analysis in principal 
coordinates (7.50%) used because it does not require any hypothesis on the distribution of the origin 
variables and is less used than PCA because it is more complex taking place on distance or dissimilarity 
tables and not on the original variables. 
 
3.2.1 Choice and overview of multivariate statistical methods for genetics 
 
Genetic data generated using various analytical techniques can be analyzed using specific multivariate 
statistical methods or a combination of these methods. The choice of methods to be used depends on the 
achievable objectives defined in the studies and on the nature of the data depending on whether the data 
involve exclusively quantitative, qualitative variables and in many cases, mixed data. 
 
3.2.2 Ordination methods 
 
Principal component analysis (PCA) is defined as a data reduction technique, applicable to quantitative data. 
The PCA transforms the multi-correlated variables into another set of uncorrelated variables for further 
study. These new sets of variables are linear combinations of original variables. It consists of a 
representation of a point cloud which corresponds to a data matrix with N individuals and P variables in a 
subspace of the P dimensional space absorbing the maximum of the total variance of the cloud, chosen so as 
to optimize a certain criterion. Intuitively, we will look for the subspace giving the best possible 
visualization of point cloud, this leads us to look for a rotation of the initial system of axes allowing to better 
see the cloud [8]. For a better visualization of the data, their analysis consists mainly in establishing the 
relations existing between the observations, between the variables and between the observations and the 
variables and transforming them thereafter into new variables called principal components, the axes 
generated by these variables are called main axes. These axes are those of the ellipsoid of a 
multidimensional normal distribution. The representation in a space of reduced dimension, makes it possible 
to highlight possible structures within the data [9]. Several criteria make it possible to obtain the 
components, the inertia criterion is the oldest, the principle of which consists in considering each line of the 
data table as a point in a P-dimensional space, to visualize the positioning of individuals by compared to the 
others, it is necessary to project the point cloud of the space with P dimensions on a space of smaller 
dimension [8]. This method requires at least the stability of the variances to avoid distortions during 
projections on the factorial plane [10]. The distance calculated between individuals is the Euclidean distance 
provided with the metric on the reduced centered data, the diagonal of which is the inverse of the variances. 
 
This method is based on the development of mutually independent eigenvalues and eigenvectors (main 
components) classified in decreasing order of size of the variance. Such components provide scatterplots of 
observations with optimal properties for studying the underlying variability and correlation. 
 
PCA has various advantages such as: (1) these results can also be used for subsequent analyzes; (2) does not 
require any statistical model or any hypothesis on the distribution of the original variables, (3) A 
discriminating factor analysis can be performed on well-distinguished individuals on the PCA. PCA also 
presents difficulties such as: (1) more appropriate when the different variables have the same unit of 



measure, which can be avoided by standardizing all the variables and this normalization is done by dividing 
each variable by its standard deviation valued ; (2) when the original varia
(which would indicate a low probability that the variance of the elements can be explained by common 
features) or the variables are strongly correlated (in which case there would be danger of collinearity), it is 
not necessary to apply this method. Recently, a surge has been reported in the use of PCA in genetic 
diversity studies [2]. It is advisable to be very careful with regard to the objectives of this method: indeed, 
the individuals and the variables are presented on d
space of the individuals it cannot be summarized at a point and one cannot interpret a proximity between 
point-variables and point-individuals [11].
 
3.2.3 Principal coordinates analysis (PCoA)
 
This is another ordination method, somewhat similar to PCA, developed by [12]. PCoA regularly finds the 
eigenvalues and eigenvectors of a matrix containing the distances between all the data points, measured with 
the Gower distance or the Euclidean distance (
diagram of the samples, so that the distances between the samples reflect the genetic distances with minimal 
distortion. This method has drawbacks such as: (1) not providing a direct link between
the original variables and (2) having complex functions of the original variables.
 

Fig. 1. Principal Coordinate Analysis (PCoA) of date palm accessions from the eastern genetic pool 
(Iraq, Pakistan, United Arab Emirates, and Oman) 

Morocco, Tunisia, Libya, Sudan, and Egypt) in green, and the populati
 
3.2.4 Factorial correspondence analysis (AFC)
 
Like the principal component analysis, the correspondence analysis can be presented from various sense. 
Since the work of [10], we have mainly used the algebraic and geometric properties of the descriptive tool 
that is the analysis. This method is not a pa
can be reduced to this technique by making appropriate changes of variables (on the condition of treating 
each space separately). We can finally show that this is the search for the best si
two sets constituting the rows and columns of a data table. Correspondence analysis has a different field of 
application than principal component analysis. While the latter is reserved for tables of potentially 
heterogeneous measures and for the treatment of continuous numerical variables, the factorial analysis of 
correspondences is a method adapted to contingency tables and makes it possible to study the possible 
existing relationships between two nominal variables. The factor
carrying out the general analysis of a weighted point cloud in a space provided with the metric 
therefore refer to the general analysis with metrics. Here we have a table 
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measure, which can be avoided by standardizing all the variables and this normalization is done by dividing 
each variable by its standard deviation valued ; (2) when the original variables are not or weakly correlated 
(which would indicate a low probability that the variance of the elements can be explained by common 
features) or the variables are strongly correlated (in which case there would be danger of collinearity), it is 

sary to apply this method. Recently, a surge has been reported in the use of PCA in genetic 
diversity studies [2]. It is advisable to be very careful with regard to the objectives of this method: indeed, 
the individuals and the variables are presented on different spaces: if a variable defines a direction of the 
space of the individuals it cannot be summarized at a point and one cannot interpret a proximity between 

individuals [11]. 

Principal coordinates analysis (PCoA) 

s is another ordination method, somewhat similar to PCA, developed by [12]. PCoA regularly finds the 
eigenvalues and eigenvectors of a matrix containing the distances between all the data points, measured with 
the Gower distance or the Euclidean distance (Example Fig. 1). It produces a 2 or 3 dimensional dispersion 
diagram of the samples, so that the distances between the samples reflect the genetic distances with minimal 
distortion. This method has drawbacks such as: (1) not providing a direct link between the components and 
the original variables and (2) having complex functions of the original variables. 

 
1. Principal Coordinate Analysis (PCoA) of date palm accessions from the eastern genetic pool 

(Iraq, Pakistan, United Arab Emirates, and Oman) in red, western genetic pool (Mauritania, 
Morocco, Tunisia, Libya, Sudan, and Egypt) in green, and the populations of South Niger in blue [13]

Factorial correspondence analysis (AFC) 

Like the principal component analysis, the correspondence analysis can be presented from various sense. 
Since the work of [10], we have mainly used the algebraic and geometric properties of the descriptive tool 
that is the analysis. This method is not a particular case of the analysis in principal components although one 
can be reduced to this technique by making appropriate changes of variables (on the condition of treating 
each space separately). We can finally show that this is the search for the best simultaneous representation of 
two sets constituting the rows and columns of a data table. Correspondence analysis has a different field of 
application than principal component analysis. While the latter is reserved for tables of potentially 

asures and for the treatment of continuous numerical variables, the factorial analysis of 
correspondences is a method adapted to contingency tables and makes it possible to study the possible 
existing relationships between two nominal variables. The factorial analysis of correspondences amounts to 
carrying out the general analysis of a weighted point cloud in a space provided with the metric 
therefore refer to the general analysis with metrics. Here we have a table � crossing two qualitative v
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measure, which can be avoided by standardizing all the variables and this normalization is done by dividing 
bles are not or weakly correlated 

(which would indicate a low probability that the variance of the elements can be explained by common 
features) or the variables are strongly correlated (in which case there would be danger of collinearity), it is 

sary to apply this method. Recently, a surge has been reported in the use of PCA in genetic 
diversity studies [2]. It is advisable to be very careful with regard to the objectives of this method: indeed, 

ifferent spaces: if a variable defines a direction of the 
space of the individuals it cannot be summarized at a point and one cannot interpret a proximity between 

s is another ordination method, somewhat similar to PCA, developed by [12]. PCoA regularly finds the 
eigenvalues and eigenvectors of a matrix containing the distances between all the data points, measured with 

1). It produces a 2 or 3 dimensional dispersion 
diagram of the samples, so that the distances between the samples reflect the genetic distances with minimal 

the components and 

 

1. Principal Coordinate Analysis (PCoA) of date palm accessions from the eastern genetic pool 
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multaneous representation of 
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(P = 2), comes down to looking for the eigenvalues and vectors of the products of the two profile tables 
associated with �. 
 
3.2.5 Factor analysis on distance table (AFTD) 
 
AFTD [14] makes it possible to determine, in reduced space, the main directions of dispersion of a centered 
Euclidean representation, from a square, symmetrical and semi-defined positive matrix. To avoid the 
"double zero" problem, the data table can be recoded using similarity coefficients which do not consider the 
double absence to be significant in the comparison between species or varieties. The similarity coefficients 
can be reduced to dissimilarity coefficients by a simple linear relation, and allow to obtain an inter-distance 
matrix. The use of AFTD therefore induces a loss of variables during the analysis, since the distance matrix 
is presented as an array with two identical inputs (symmetric matrix of diagonal 0). These methods have the 
same objective as PCA: To find a configuration of individuals in a small space, but the initial data are 
different; here we only know the (� (� − 1))/2 distances or dissimilarity between objects, and not the 
variables describing them. In cases where a true Euclidean distance between individuals is available is only a 
version of the PCA [11]. 

 
3.2.6 Discriminant factorial analysis (AFD) 
 
AFD is a data analysis technique that aims to describe, explain and predict an individual's membership in 
predefined groups. Originally, this method was studied by Fisher in 1936. It should also be noted that the 
discriminant analysis technique gives rise to two main approaches. in the first hand, the discriminating factor 
analysis (or descriptive discriminating analysis), which is a factorial or descriptive method, which like the 
PCA and the AFC [15], which aims to propose a new system of representation, latent variables formed from 
linear combinations of the predictive variables, which make it possible to discern groups of individuals as 
much as possible and in the other hand, the linear discriminant analysis, which is a predictive method 
consisting in constructing a classification function ( assignment rule) used to predict the class in which an 
individual belongs based on the values taken by the predictor variables. In this sense, it belongs to the 
second family of classification methods as underlined by [4]. We place ourselves within the framework of 
the modeling of a �  qualitative variable with �  modalities from explanatory variables �1, . . . , �� 
quantitative. We assume that we have a sample of size � for which the explanatory variables and the variable 
to be explained were measured simultaneously. We therefore place ourselves in a so-called supervised 
framework, where each modality of � represents a class (group) of individuals that we seek to discriminate. 
It is a question of seeking which are the linear combinations of the quantitative variables which make it 
possible to separate the � modalities as best as possible and to give a graphic representation (for factorial 
methods such as the analysis of principal components) which gives the best account of this operation. This 
visualization on the factorial space also makes it possible to describe the links between the variable to be 
explained � and the � explanatory variables. We will therefore have to define: how to measure so that � 
discriminates well and how to find � so that � =  �. � discriminates at best [11]. Genomic data obviously 
poses problems for discriminant analysis, because the large number of genes (variables) in relation to the 
number of individuals makes it impossible to invert the matrix of intra-class covariances, which constitutes 
the main limitation of the application of discriminating factor analysis in the context of studying population 
genetic diversity. 
 
3.2.7 Discriminant Analysis of Principal Components (DAPC) 
 
The discriminant analysis of principal component (DAPC) is based on discriminant analysis not of the data 
itself, but of the main axes of a prior principal component analysis (PCA) [16]. This grouping method is of 
interest for highlighting the structuring of diversity in addition to an analysis by the Bayesian classification 
model under STRUCTURE [17]. The function find.clusters is used in DAPC to determine the number of 
possible groups in the population to be studied by successively executing K-means according to the rank of 
the numbers of possible groups (K) and calculates the Bayesian information criterion (BIC) [18] of the 
corresponding model for each value of � . find.clusters and the dapc function are used for any set of 
quantitative data and have a specific implementation for genetic data (Example Fig. 2). DAPC is a very 



efficient ordination method for studying the genetic structuring of populations, it combines PCA, K
and classification. 
 

Fig. 2. Genetic structure estimated by DAPC of 509 multilocus genotypes of almond cultivated in 
Lebanon on the first two axes 63.4% (PC 1) and 22.5% (PC 2). Individuals are represented by d

 
3.2.8 Classification methods 
 
Ascending hierarchical classification (AHC)
individuals with common traits into an optimal number of distinct, homogeneous classes. The algorithmic 
criterion linking individuals by their resemblance, then determines a classification tree or dendrogram 
obtained in an ascending manner, starting from an individual tow
generally that of Ward [11]. Two groups will be all the more distinct as they are respectively homogeneous 
(low intra-class inertia) and as far apart as possible from each other (significant inter
merging of two classes increases inertia (dispersion of information); the grouping criterion then consists of 
bringing together the two classes for which the variation in inertia will be minimal (minimization the intra
class variation). At each step of the program, individuals are aggregated into classes, and step by step 
hierarchical tree will be performed. Cutting the tree at a given level partitions the dendrogram into an 
optimal number of groups defined by the most characteristic species
factorial analyzes and the methods of AHC results in the classification of the objects according to their 
coordinates on the first factorial axes and thus makes it possible to clarify the structures. Used in conjunction 
with ordination methods, the hierarchical classification method, according to Ward's criterion, is an excellent 
complement to factorial analysis since it accurately reproduces the relationships between the pairs of closest 
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efficient ordination method for studying the genetic structuring of populations, it combines PCA, K

 
2. Genetic structure estimated by DAPC of 509 multilocus genotypes of almond cultivated in 

the first two axes 63.4% (PC 1) and 22.5% (PC 2). Individuals are represented by d
and groups as ellipses [19] 

Ascending hierarchical classification (AHC): The purpose of classification methods is to group 
common traits into an optimal number of distinct, homogeneous classes. The algorithmic 

criterion linking individuals by their resemblance, then determines a classification tree or dendrogram 
obtained in an ascending manner, starting from an individual towards all the objects. The criterion used is 
generally that of Ward [11]. Two groups will be all the more distinct as they are respectively homogeneous 

class inertia) and as far apart as possible from each other (significant inter-class inertia).
merging of two classes increases inertia (dispersion of information); the grouping criterion then consists of 
bringing together the two classes for which the variation in inertia will be minimal (minimization the intra

f the program, individuals are aggregated into classes, and step by step 
hierarchical tree will be performed. Cutting the tree at a given level partitions the dendrogram into an 
optimal number of groups defined by the most characteristic species-modalities. The link between the 
factorial analyzes and the methods of AHC results in the classification of the objects according to their 
coordinates on the first factorial axes and thus makes it possible to clarify the structures. Used in conjunction 

on methods, the hierarchical classification method, according to Ward's criterion, is an excellent 
complement to factorial analysis since it accurately reproduces the relationships between the pairs of closest 
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efficient ordination method for studying the genetic structuring of populations, it combines PCA, K-means 

 

2. Genetic structure estimated by DAPC of 509 multilocus genotypes of almond cultivated in 
the first two axes 63.4% (PC 1) and 22.5% (PC 2). Individuals are represented by dots 

The purpose of classification methods is to group 
common traits into an optimal number of distinct, homogeneous classes. The algorithmic 

criterion linking individuals by their resemblance, then determines a classification tree or dendrogram 
ards all the objects. The criterion used is 

generally that of Ward [11]. Two groups will be all the more distinct as they are respectively homogeneous 
class inertia). The 

merging of two classes increases inertia (dispersion of information); the grouping criterion then consists of 
bringing together the two classes for which the variation in inertia will be minimal (minimization the intra-

f the program, individuals are aggregated into classes, and step by step 
hierarchical tree will be performed. Cutting the tree at a given level partitions the dendrogram into an 

. The link between the 
factorial analyzes and the methods of AHC results in the classification of the objects according to their 
coordinates on the first factorial axes and thus makes it possible to clarify the structures. Used in conjunction 

on methods, the hierarchical classification method, according to Ward's criterion, is an excellent 
complement to factorial analysis since it accurately reproduces the relationships between the pairs of closest 



objects, from a fairly natural inertia optimiz
complementary with regard to the effects of spatial contraction due to ordination methods [21]. In addition, 
the classification procedure makes it possible, no longer visually but by calculation,
to a class. Hierarchical classifications have advantages and disadvantages: Hierarchical classifications allow 
the determination of optimal number of classes by reading the tree, and that the number of groups is not a 
priori known, unlike supervised approaches and it is a method flexible, but very costly in computation time.
 
Neighbor-joining: Neighbor-joining (Fig
geneticist and evolutionary biologists Kimura and Nei ba
method is based on the matrix of genetic distances between individuals or species. The question to which 
this method gives an answer is: what is the relative similarity between individuals or species [22]
method has drawbacks, the main one being the lack of a clear optimality criterion, although some 
applications try to approximate the minimum evolution. In addition, the requirement for a mutation rate 
more or less close to the biological clock and t
transformation into a distance matrix has certain disadvantages. On the other hand, there are situations where 
the analysis of the rapprochement of neighbors would be the tool of choice. Th
data cannot be considered hierarchical (a preliminary for other methods), for example, analyzes within a 
species and very large data sets when the more complex methods will not be completed within a reasonable 
time [23]. 
 

Fig. 3. NJ dendrogram of 105 Tunisian accessions of the date palm constructed with DAS genetic 
distances based on 125 allele microsatellites. Bootstrap values are calculated under 1000 repetitions. In 

green Gabe's accessions, in blue Kerkennah, in red Djer
 
Bayesian clustering model: Bayesian classification model is implemented in STRUCTURE [25] is used to 
study the genetic structure of populations (Fig
with or without admixture. This model is based on the calculation of the posterior probability that a given 
individual belongs to a group from a priori information (geographic origin) and likelihood (based on the 
genetic value of the individual). Different approaches have be
in each model. To estimate the number of groups, STRUCTURE relies on a statistical criterion, noted 
�� � (�|�), which calculates the logarithm of the probability of the data for each run. From a statistical
outlook, this criterion is a penalized adjustment measure based on a Gaussian approximation of the deviance 
of the model. As a general rule, STRUCTURE is performed for several values of 
�� � (�|�) is calculated for each case
K and to choose the value of K which corresponds to a plateau on the curve 
[26] aims to automate this process. The ΔK makes it possible to determine the optimal number that can be 
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objects, from a fairly natural inertia optimization criterion [20]. This method therefore remains the most 
complementary with regard to the effects of spatial contraction due to ordination methods [21]. In addition, 
the classification procedure makes it possible, no longer visually but by calculation, to assign each individual 
to a class. Hierarchical classifications have advantages and disadvantages: Hierarchical classifications allow 
the determination of optimal number of classes by reading the tree, and that the number of groups is not a 

n, unlike supervised approaches and it is a method flexible, but very costly in computation time.

joining (Fig. 3) is a method of phylogenetic reconstruction, developed by 
geneticist and evolutionary biologists Kimura and Nei based on the concept of the theory of evolution. This 
method is based on the matrix of genetic distances between individuals or species. The question to which 
this method gives an answer is: what is the relative similarity between individuals or species [22]
method has drawbacks, the main one being the lack of a clear optimality criterion, although some 
applications try to approximate the minimum evolution. In addition, the requirement for a mutation rate 
more or less close to the biological clock and the fact that only a small part of available data is used after the 
transformation into a distance matrix has certain disadvantages. On the other hand, there are situations where 
the analysis of the rapprochement of neighbors would be the tool of choice. These include cases where the 
data cannot be considered hierarchical (a preliminary for other methods), for example, analyzes within a 
species and very large data sets when the more complex methods will not be completed within a reasonable 
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Bayesian classification model is implemented in STRUCTURE [25] is used to 
study the genetic structure of populations (Fig. 4). This spatial grouping model belongs to two categories 

ixture. This model is based on the calculation of the posterior probability that a given 
individual belongs to a group from a priori information (geographic origin) and likelihood (based on the 
genetic value of the individual). Different approaches have been proposed to estimate the number of groups 
in each model. To estimate the number of groups, STRUCTURE relies on a statistical criterion, noted 
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effect of one variable on another, while controlling the effect of a third [30]. Since then, it has often been 
applied in population genetics, in particular to human population data to test the correlation between genetic 
distances and linguistic distances, taking into account geographic distances [31,32]. Several difficulties are 
nevertheless present when using Mantel tests. First, the choice of genetic or environmental distance can 
influence the outcome. It was shown by [31] that the conclusions differed according to whether they applied 
their tests to genetic distances measured by the ��� genetic differentiation index (the most commonly used 
measure) or by the ��� index [33]. It is sometimes well to use ���/(1 − ���) and the natural logarithm of 
the geographic distances and Still in the same study, the choice of linguistic distance was essential [34]. 
Finally, this method requires choosing which permutation technique will make it possible to obtain the free 
distribution of the correlations [35]. 
 

4 Conclusion 
 
This study addressed multivariate statistical methods used in population genetics. These methods have the 
advantage of making it possible to draw the main information contained in a matrix with several variables. It 
is important to remember, however, that there may be other multivariate methods not presented in this study. 
Ordination methods are the most used in population genetics followed by classification methods. This study 
led to the conclusion that there is no single method for processing genetic data. Indeed there is not, a priori, a 
better approach; we have to find the right strategy combining exploration and modeling, adapted both to the 
data and to the desired objective. 
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