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Abstract: In this study, the challenges posed by limited annotated medical data in the field of eye
movement AI analysis are addressed through the introduction of a novel physiologically based gaze
data augmentation library. Unlike traditional augmentation methods, which may introduce artifacts
and alter pathological features in medical datasets, the proposed library emulates natural head move-
ments during gaze data collection. This approach enhances sample diversity without compromising
authenticity. The library evaluation was conducted on both CNN and hybrid architectures using
distinct datasets, demonstrating its effectiveness in regularizing the training process and improving
generalization. What is particularly noteworthy is the achievement of a macro F1 score of up to
79% when trained using the proposed augmentation (EMULATE) with the three HTCE variants.
This pioneering approach leverages domain-specific knowledge to contribute to the robustness and
authenticity of deep learning models in the medical domain.
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1. Introduction

Deep learning has greatly influenced a range of fields, such as computer vision, sig-
nal processing, and natural language processing. However, training deep convolutional
architectures from scratch necessitates a substantial amount of data compared to tradi-
tional machine learning algorithms. This requirement becomes even more crucial when
considering Transformer architecture. It is widely recognized that Transformers are data-
intensive [1–4], relative to traditional CNN architectures. The advantage of this architecture
lies in its enhanced model expressivity and ability to effectively learn complex tasks given
ample data. Yet, the use of small datasets often leads to overfitting issues and inadequate
generalization to unseen data.

Moreover, collecting annotated data in the medical domain poses additional chal-
lenges, especially when human involvement is required, due to the sensitive nature of
the information gathered. Additionally, obtaining an adequate number of individuals
with specific target pathologies can be complex. To overcome the issue of limited dataset
size, data augmentation techniques are commonly used to artificially increase the number
of training samples. These techniques involve sampling new data by applying various
transformations [5,6] or interpolating new samples based on existing ones [7–9].

However, for medical datasets, particularly those related to pathologies with distinct
morphologies and structural characteristics, using such augmentation methods may not be
appropriate as they can introduce artifacts and alter pathological features. Mixing-based
algorithms like CutMix and MixUp, which assume a linear relationship between input and
label, may also have drawbacks in this context.

As a result, pathologists and researchers often use specialized augmentation methods
tailored to the characteristics of pathology patterns. These techniques involve learning
the data distribution using generative approaches and then sampling from it. However,

BioMedInformatics 2024, 4, 1457–1479. https://doi.org/10.3390/biomedinformatics4020080 https://www.mdpi.com/journal/biomedinformatics

https://doi.org/10.3390/biomedinformatics4020080
https://doi.org/10.3390/biomedinformatics4020080
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/biomedinformatics
https://www.mdpi.com
https://doi.org/10.3390/biomedinformatics4020080
https://www.mdpi.com/journal/biomedinformatics
https://www.mdpi.com/article/10.3390/biomedinformatics4020080?type=check_update&version=1


BioMedInformatics 2024, 4 1458

these methods are considered less effective in capturing complex or rare patterns compared
to transformation-based techniques that generate diverse high-resolution samples. When
trained on small-sized datasets with high-resolution images, these generative methods may
not adequately capture all the patterns present in the data, as is evident in tasks like eye
movement gaze classification where a two-minute recording corresponds to a multivariate
time series consisting of approximately 24,000 points.

To address the challenges of limited annotated medical data, one potential solution
is to enhance sample diversity by incorporating realistic physiological variations instead
of directly learning the distribution. This approach leverages domain-specific knowledge
and generates samples that align with the inherent characteristics of physiological data,
contributing to robustness and authenticity. In this study, we introduce a physiologically
based gaze data augmentation library that emulates head movements during data collection,
capturing natural variability and intricacy in eye movement patterns.

The contributions are as follows:

• We introduce EMULATE, a novel library for eye movement gaze data augmentation.
Named EMULATE, which stands for Eye Movement data Augmentation by Emu-
lating Head Position and Movement, this tool pioneers its category by emulating
physiological aspects. The library generates augmented eye movement data by simu-
lating natural head movements, both prior to recording and in real-time during gaze
data collection.

• We evaluate the data augmentation technique on three distinct architectures—two based
on CNN and one hybrid, utilizing two separate datasets.

• We explore various augmentation settings, demonstrating the effectiveness of the
proposed library in regularizing the training process of the proposed architecture and
improving its generalization ability.

• We examine the complementarity between the proposed method and additional
standard baseline approaches.

This paper is structured as follows: It begins with a summary of the state of the art
for data augmentation, followed by an overview of the studies introducing the various
architectures used. Additionally, detailed information is provided on the materials utilized
in this study, including the eye movement recording setup and the resulting dataset, intro-
duced in [10]. In this study, we explore the relevance of the proposed data augmentation
method by integrating it into the existing training framework [10]. Thus, the three models
are initially trained with and without the proposed method. Subsequently, comparisons
are made between training with EMULATE and training with other baseline methods.
Finally, we analyze the complementarity between EMULATE and the proposed baselines.
In the methods section, we present the proposed data augmentation library, along with the
experimental settings used to evaluate the significance of these methods. This includes
the architecture used for training, as well as the augmentation and regularization methods
for comparison. Implementation details such as model training and evaluation methods
are also provided, together with the various hyperparameters used for the architecture,
EMULATE, and the model training pipeline.

Furthermore, the experimental results are discussed in the results section and elabo-
rated upon in the discussion section. Finally, the limitations and future directions of the
proposed method are reviewed.

2. Related Work

In deep learning, data augmentation methods can be grouped into two groups: implicit
distribution learning and explicit transformation modeling. The first group involves
learning the underlying data distribution and sampling from it, while the second group
focuses on modeling transformations to generate new samples based on existing ones.
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2.1. Implicit Data Augmentation Methods

Several studies have explored the use of domain-adapted data augmentation meth-
ods, such as learning the underlying data distribution using sequence-to-sequence algo-
rithms [11] or generative methods [12–16].

Zemblys et al. [11] studied eye-movement events through a supervised learning
algorithm applied to recurrent networks, and then sampled from it to augment training
sets. Additionally, when concidering generative methods, Fuhl [13] used variational
autoencoders to learn the distribution of eye movement gaze and evaluated their method
across three different datasets. Similarly, Ref. [12] learned to generate image-based scanpath
representations and reported an improvement of up to 0.05 in the AUC score for augmented
data in ASD classification tasks.

In similar studies involving electroencephalography time series data, the same ap-
proach of learning the data distribution was applied [15], by exploring, using conditional
VAEs, to learn EEG distributions. Similarly, a second study [14] also studied several variants
of CVAEs, GANs, and VAEs algorithms, observing an improvement of up to 10.2%.

Finally, in a different approach [16], investigated directly learning the distribution of
extracted features. They trained a generative adversarial network to generate artificial EEG
and eye movement parameters for a multimodal emotion recognition task, achieving an
accuracy of up to 90.33%.

2.2. Explicit Transformation Modeling

On the other hand, many data augmentation techniques have been developed in
the field of computer vision to improve the performance and robustness of deep learn-
ing models. Examples include RandAugment, AutoAugment, MixUp, CutMix, and
Cutout [5,7,8,17,18].

RandAugment [5] and AutoAugment [17] are two transformation modeling techniques
that can be used to apply random augmentations to images and improve the robustness of
feature representation. RandAugment utilizes a set of predefined transformation operations
for random augmentation while AutoAugment learn a set of optimal transformation, to
effectively augment data and enhance feature representation.

On the other hand, MixUp, CutMix, and Cutout [7,8,18] generate new samples by
combining pairs of two existing samples.

MixUp interpolates pairs of training examples to generate new samples, while CutMix
combines two randomly selected samples by swapping a patch from one image onto
another while preserving label information.

Lastly, Cutout, consist of masking out, square regions of an input image during
training to encourage exploiting on other areas.

While data augmentation techniques like CutMix and MixUp are commonly used
in the deep learning community to enhance generalization and robustness, these meth-
ods are less utilized in the medical classification domain as they may compromise the
integrity and diagnostic value of data. Instead, the focus is on implementing data augmen-
tation techniques that preserve essential diagnostic information within images. It is worth
mentioning that these augmentations have not yet been applied to eye movement gaze
classification studies.

Another type of explicit data augmentation technique involves learning a domain-
adapted method, using algorithms that model transformations to increase the sample size
while preserving the characteristics of the data manifold. Thus, as opposed to the first type
discussed above, the generated data is part of the real data distribution.

For example, while several transformations of the Autoaugment library can be consid-
ered domain-adapted for computer vision tasks, they are not domain-adapted for the latter.
when applied to eye movement positions in time series.

To the best of our knowledge, explicit transformation modeling methods for eye
movement time series are lacking. To address this gap, we introduce a physiological data
augmentation method.
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2.3. Hierarchical Temporal Convolutions for Eye Movement Analysis

In a previous study [19], we investigated the screening of scholar-learning disorders
using deep learning applied to clinical data. This dataset included 4243 time series of eye
movement positions recorded from children across Europe. We introduced the hierarchical
temporal convolutions for eye movement analysis (HTCE), a CNN architecture composed
of multiple hierarchical convolutional blocks followed by a multi-layer perceptron for
classification. The proposed method achieved precision and recall rates of up to 80.20%
and 75.1%, respectively, when evaluated on clinical data. These results are significant
considering the high variability in both input and label, particularly compared to research
datasets collected under consistent protocols, with control populations consisting of healthy
subjects. This setting reflects real-world scenarios more accurately, where the negative
class (control) contains populations with various pathologies, making the screening task
more challenging.

2.4. Multi-Segment HTCE-Based Classifier

In another study [10], we took a step further by extending the previous method to
incorporate a multi-segment-based classifier. This classifier was trained to identify eight
groups of pathologies, instead of exclusively focusing on screening scholar disorders, thus
transitioning from a binary to a multi-label classification problem. Initially, 10 segments
were randomly sampled from each recording, and each segment was processed using
HTCE variants to generate embeddings. Subsequently, these embeddings were aggregated
to provide a comprehensive prediction. Two aggregation strategies were explored:

• Pooling-based aggregation: Two CNN architectures, HTCE-Max and HTCE-Mean,
are introduced. Each classifier consists of two stages. The initial stage constructs
an embedding from a segment of eye movement recordings, employing a refined
version of the HTCE classifier proposed in [10]. However, the second stage, varies
in implementation. The HTCE-Max architecture aggregates the embeddings using a
max-pooling layer, followed by processing the resulting feature map with a multi-layer
perceptron. Similarly, HTCE-Mean employs mean-pooling instead.

• Attention-based aggregation: a second hybrid architecture is introduced, which first
utilizes a lightweight version of HTCE to construct a high-dimensional representation
for each segment. Subsequently, second-level feature extraction is performed using
the VIT encoder [20]. This approach yields a hybrid architecture where the first stage
conducts feature extraction at the temporal level, while the second stage operates at
the segment level.

Additionally, contextual information is incorporated, including time series and gaze
derivatives. We provide a brief overview of each time series:

• Gaze derivative: Corresponding to the first and second derivatives (velocity and
acceleration) for each of the four eye movement time series.

• REMOBI target signal: Encodes the state of the different LEDs, allowing the model to
infer information such as the latency.

• LED coordinates: Encodes the coordinates of the activated LED within the optical axis.
• Confidence level: Represents an estimation of the uncertainty of each eye movement

coordinate estimation by the eye tracker.

In this study, the relevance of the proposed data augmentation is evaluated by utilizing
the previous training setup, while incorporating the proposed augmentation method.
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3. Material
3.1. Eye Movement Recording

Eye movements were recorded using the Pupil Core head-mounted video-oculography
tool, which measures angular positions along the vertical and horizontal axes, forming a
plane perpendicular to the optical axis, at a frequency of approximately 200 Hz.

The data collection process was stored anonymously during the eye movement analy-
sis and complied with European regulations regarding personal data protection.

The clinical data were gathered from 20 different European clinical centers, where
two technologies—REMOBI technology (patent WO2011073288) and AiDEAL technol-
ogy (patent PCT/EP2021/062224)—were used to test and analyze various types of eye
movement including saccade and vergence eye movements.

3.2. Eye Movement Visual Tasks

In this study, two visual tasks were explored: the saccade task and the vergence task.
In the saccade task, participants responded to stimuli that appeared randomly along a
horizontal axis, with analyses focusing on eye movements and fixation post-movement.
The vergence task involved observing both convergent and divergent eye movements as
participants fixated on a stimulus presented at various positions and durations along the
optical axis.

To prevent participants from predicting motion, the duration and position of LEDs
were randomized in both tests. Each test included 40 trials: 20 leftward and 20 rightward
for the saccade test, and 20 coordinated and 20 uncoordinated for the vergence test.

3.3. Problem Statement

Our dataset, denoted as D and comprising N instances for i ∈ [1, N], consists of pairs
representing multivariate time series Xi ∈ R15×T of length T and a corresponding target
class yi. The input features include both the horizontal and vertical angular positions
of each eye over the duration T, along with the first two order derivatives (velocity and
acceleration), as well as contextual time series, namely, the latency, LED coordinates relative
to the optical axis, and confidence level. The objective is to predict the class yi based on
input Xi.

This work builds upon previous studies [10]; thus, we reuse the same problem for-
mulation; Our objective is to tackle a multi-annotation problem by predicting the vector
classes yi based on input Xi. Additionally, to reduce the model’s sensitivity to segments
with high levels of noise, a multi-segment approach is adopted, with 10 segments of size
S = 1024, corresponding to 50 s of recording.

We evaluate the relevance of the proposed data augmentation by integrating it into the
existing training framework developed in previous studies. Thus, each of the three models
is initially trained with and without the proposed method. Subsequently, we compare
training with EMULATE and training with other baselines. Finally, we examine the com-
plementarity between EMULATE and the proposed baselines.

3.4. Dataset Overview

We utilized the Ora23 dataset previously introduced in [10], which encompassed
two distinct datasets, corresponding to two different visual tasks (saccade and vergence).

The saccade visual task was composed of 92,207 segments of 5 s duration, recorded
from 3181 subjects. Similarly, the vergence visual task consisted of 95,630 segments per-
formed by 3228 subjects. For both visual tasks, the mean duration of each recording was
approximately 3 min. Note that the Ora23 dataset was generated using the same method
as described in the previous study [19] for constructing the Ora22 dataset. However, it
included annotated data gathered between 2022 and 2023.

Table 1 presents the corresponding group of pathologies for each class identifier, as
well as the corresponding patient count for each of the two datasets, namely the saccade
and the vergence datasets. It is noteworthy that there are similarities between the class
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distributions in the two datasets; in the majority of cases, the same clinical protocols are
used, involving performing both saccade and vergence tests.

Table 1. Presentation of the different groups of pathologies and the patient count for the saccade and
the vergence datasets.

Class Corresponding Saccade Vergence
Identifier Disorder Dataset Dataset

0 Dyslexia 873 854
1 Reading disorder 1264 1265
2 Listening and expressing 331 321
3 Vertigo and postural 396 372
4 Attention and neurological 1016 975
5 Neuro-strabismus 455 511
6 Visual fatigue 678 567
7 Other pathologies 195 279

3.5. Data Processing

This section presents the data preprocessing steps to sample the different training
batches from the dataset, following the methodology outlined in a previous study [10]. We
provide a concise summary of these key procedures.

Initially, two levels of data cleansing are performed: a low-pass filtering step using a
Gaussian FIR filter with a cut-off frequency of 33 Hz and a z-score filtering step, eliminating
data points with z-scores exceeding 2.5. Each time series recording undergoes individual
filtering using its own statistics computed from the entire recording.

Additionally, to standardize each angular coordinate, the modulo angular coordinate
value of 180 is computed, and each coordinate is then divided by 180. Finally, for contextual
features, min–max standardization is employed as an alternative method.

4. Methods

The proposed approach utilizes physiologically based transformation techniques
to augment eye movement gaze data. To overcome the challenges, two strategies for
augmenting the dataset are proposed.

• Static: This involves emulating head movements made before data acquisition without
affecting head stability during acquisition. It incorporates nine parameters.

• Dynamic: This method focuses on emulating head movements during data acquisition
and allows for more extensive augmentation of the dataset. It includes 15 parameters.

4.1. Motivation

The methodology incorporates the use of the REMOBI system, allowing for unre-
stricted movement of the subject’s head instead of it being fixed. Additionally, accelerometer
measurements have been included in the new data recordings to analyze head movements.
Observations indicate a consistent slight variation in the initial head position and the
presence of small ongoing movements. These parameters are introduced to augment highly
physiological data, inspired by this physiological variability.

4.2. Algorithm

Figure 1 shows a schematic of the proposed model, with the two pupils and the center
of the head projected in a two-dimensional plane. For simplicity, we will focus on the case
of the right eye. Note that similar formulas are used to rotate the vector for the left eye
as well.
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Figure 1. Illustration of the physical model used to build the proposed data augmentation method.
Point R corresponds to the position of the right eye pupil center. Point L corresponds to the position
of the left eye pupil center. Point O corresponds to the center of the referential system, as well as the
position of the head center. Illustration of the plane (OY, OX) where the pupil and head center.

Let rot represent a rotation matrix, denoted as rot(β, γ, α), where β, γ, and α are the
respective angles of rotation around the x-axis, y-axis, and z-axis.cos(β) cos(γ) sin(α) sin(β) cos(γ)− cos(α) sin(γ) cos(α) sin(β) cos(γ) + sin(α) sin(γ)

cos(β) sin(γ) sin(α) sin(β) sin(γ) + cos(α) cos(γ) cos(α) sin(β) sin(γ)− sin(α) cos(γ)
− sin(β) sin(α) cos(β) cos(α) cos(β)


Multiplying a vector (x,y,z) by this matrix corresponds to applying rotations with

angles beta, gamma, and alpha around the first, second, and third axes, respectively. The
proposed algorithm consists of the following steps:

• 1. To find Θ1 in Cartesian coordinates, the spherical coordinate triplet (α, β, r) is
converted to the Cartesian reference system (x, y, z) using this equation.

x = ϕ sin(α) cos(θ) (1)

y = ϕ sin(α) sin(θ) (2)

z = ϕ cos(α) (3)

• 2. Each eye position vector is translated from the pupil center position (Θ1) to the
head center position (Θ2).

xhead = x − Rx (4)

yhead = y − Ry (5)

zhead = z (6)

• 3. The head rotation transformation involves rotating the head within the three axes.
This operation is achieved by multiplying the vector (Θ2) using the rotation matrix
rot(β, γ, α). xheadbar

yheadbar
zheadbar

 = Rot(α, β, γ) ·

xhead
yhead
zhead

 (7)
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• 4. Each eye position vector (Θ3) is translated back to its corresponding eye coordi-
nate (Θ4).

xbar = xheadbar + Rx (8)

ybar = yheadbar + Ry (9)

zbar = zheadbar (10)

• 5. Each eye coordinate is converted back to spherical coordinates using the following equa-
tion:

r = −
√

x2 + y2 + z2 (11)

θ = arccos
( z

r

)
· 180

π
(12)

ϕ = arctan 2(y, x) · 180
π

(13)

Two data augmentation strategies are proposed based on this algorithm. The first
strategy involves using a shared rotation matrix along the temporal axis, resulting in static
data augmentation. In contrast, the second method samples different rotation matrices for
each point within the temporal axis in each batch, leading to dynamic data augmentation.

4.2.1. Static Data Augmentation

The static version involves mimicking head movements before data acquisition with-
out disrupting the stability of the head information during acquisition. To implement the
proposed algorithm, we utilize eye and head coordinates from a study [21] to obtain a list
of these coordinates for 10 subjects.

This method incorporates four parameters: three rotation angles and the index from
the table of subject coordinates used for computation.

4.2.2. Dynamic Data Augmentation

This study explores advanced strategies for replicating dynamic head movements
during data acquisition. A significant difference between the new approach and the
previous one involves the handling of the rotation matrix. In the previous approach (static),
the rotation matrix is shared within the temporal axis. However, in this new approach
(dynamic), the real-time movement of a human head is modeled using a sinusoidal function
parameterized by its initial angle, maximum angle, and period. Consequently, the rotation
matrix is sampled differently for each time step based on a specific equation.

γ(t) = γ(0) + γmax · sin

(
t

2πγperiod

)
(14)

β(t) = β(0) + βmax · sin

(
t

2πβperiod

)
(15)

θ(t) = θ(0) + θmax · sin

(
t

2πθperiod

)
(16)

In contrast to the previous method, where each batch required constructing a rotation
matrix by sampling three angles (gamma, beta, and theta), this approach involves sampling
three additional maximal angles and three periods. This increases the total number of free
parameters from 4 to 10.

4.2.3. Interpolating Different Subject Coordinates

Different eye and head coordinates are sampled from the table presented in [21]. This
table includes the left and right eye coordinates, as well as head coordinates, for 10 different
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subjects. To enhance the variety of the output space, for each batch, the eye and head
coordinates are dynamically generated using the following approach:

1. Randomly sample eye and head coordinates from two subjects.
2. Generate a scalar value within a specified range.
3. Construct new eye and head coordinates by linearly interpolating between the coordi-

nate systems of the two selected subjects.

4.2.4. Radius Approximation

To convert data to the Cartesian coordinate system, angular values within the x-
and y-axes are necessary along with the radius of each point. However, the eye tracker
employed does not directly estimate the radius; instead, an approximation is made using
the coordinates of the stimulus along the optical axis. This approximation is based on the
hypothesis of optimal convergence and vergence in terms of the amplitude when focusing
on an LED. It is crucial to emphasize that this approximation serves solely for converting
between spherical and Cartesian coordinates.

4.3. Experimental Setting

To assess the importance of EMULATE, the three architectures are trained using the
three different setups of the proposed data augmentation methods (static, dynamic, and
dynamic high) and are compared first with a regime where no augmentation is applied, and
then with a regime where several non-physiological data augmentation and regularization
techniques are explored. Finally, the complementarity between the proposed methods and
the different baseline methods is explored.

4.3.1. Incorporating the Augmentation Method Within the Three HTCE Variant
Training Sessions

Firstly, the significance of the proposed augmentation method is assessed by integrat-
ing it into the initial training setup. For each of the two datasets (saccade and vergence)
and the three architectures—HTCE-MAX, HTCE-MEAN, and HTCSE—a training session
is conducted using the three different setups of the proposed data augmentation methods
(static, dynamic, and dynamic high), and compared against a traditional regime where no
augmentation is involved.

It is important to note that for these experiments, as well as all the experiments
presented subsequently, the dilation mechanism is disabled to reduce training costs. The
objective of these studies is to compare data augmentation methods rather than achieve the
best performance. Thus, the three dilated layers and the subsequent concatenation module
are replaced with a single convolution layer. This layer has a number of parameters equal
to the sum of the parameters of the three previous dilated convolution layers, along with
similar hyperparameters.

4.3.2. Comparing EMULATE with Other Augmentation Methods

To assess the relevance of the proposed augmentation library, in addition to a com-
parison with a no-augmentation regime, the three different architectures are trained with
multiple standard regularization and data augmentation methods widely used in the deep
learning community:

• Dropout [22]: A dropout layer with a rate of 0.2 is inserted after each ConvBlock,
Attention Block, and at the input of the MLP.

• CutMix [7]: CutMix data augmentation is employed with default parameters (alpha
set to 1.0), utilizing the Keras implementation [23].

• Cutout [18]: The Keras implementation [24] is utilized with default parameters (height
and width factors set to 0.2).

• MixUp [8]: The Keras implementation [25] is utilized with default parameters (inverse
scale parameter set to 0.2).
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Exploring the Complementarity with Non-Physiological Methods

The next objective is to investigate the complementarity between EMULATE and
various non-physiological methods such as CutMix, MixUp, Cutout, and Dropout. There-
fore, in this approach, the physiological plausibility of the entire augmentation setup is
‘sacrificed’ in favor of enhancing the model’s generalization ability further. For each dataset,
the three models, and the four augmentation methods, each model’s performance is com-
pared with a regimen where it is trained using the corresponding augmentation method
combined with the dynamics and then the dynamic high variants.

4.4. Model Training and Evaluation
4.4.1. Train/Test Split

To ensure consistency across experiments, we initially generate and store distinct
training and test folds for each iteration. A three-fold stratified cross-validation approach is
employed, which is a variant of the cross-validation train/test split method. This method
accounts for label distribution to ensure similar label distributions between the training
and test sets.

Stratification is applied at the level of anonymized patient identifiers to prevent
overlap between the training and test sets, using the iterative-stratification library from
the scikit-multilearn package [26]. During the process, patient IDs are divided into three
folds. Subsequently, the corresponding recording time series and annotations are collected
for each candidate patient ID. Finally, two folds of data are used for training, while the
remaining fold is reserved for model testing.

4.4.2. Random Batch Sampling

To enhance the variability of the training dataset, a sampling heuristic similar to
previous studies is employed. Rather than constructing a static training set using 10 consec-
utive segments, the different segments are randomly selected for each sample recording in
real-time during model fitting.

This improves training regularization by diversifying the training set compared to
consecutive sampling. For instance, from a recording of 50 segments, consecutive sampling
yields 41 unique samples, while random sampling can generate over 1015 tuple samples,
significantly increasing diversity. By incorporating more segments and dynamic random
sampling, we aim to maximize dataset utilization and enhance model generalization.

4.4.3. Data Augmentation Hyperparameters

We explored various setups by varying the sampling law as well as the different
angular values.

We experimented with angles in the range of 3 and 30 on the logarithmic scale. Addi-
tionally, we tested two sampling distributions, namely the normal and uniform distribution.
We found that to increase variability, a uniform distribution is preferred. Additionally, we
discovered that when sampling small angles (for example, from U[−5,5]), the regularization
effect diminishes. Conversely, when allowing for larger angles (for example, sampling from
U[−45,45]), it affects the model’s performance.

As a result, we selected three different configurations for further experimentation: one
variant for the static mode and two variants for the dynamic mode, namely “dynamic” and
“dynamic high”. Table 2 displays the different hyperparameters used for the three proposed
configurations. In the static mode, only the initial angular value is sampled from a uniform
distribution within [−10, 10]. For the first variant of the dynamic mode, both initial and
peak angular rotations are sampled from a uniform distribution within [−15, 15]. In the
second variant, a larger sampling interval of [−20, 20] is considered. For all three variants
of dynamic modes, sampling periods were chosen using random values from a uniform
distribution ranging between 4 and 40.
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Table 2. An overview of the various parameters defining the configuration for each of the 5 augmen-
tation strategies. Note that U(a,b) corresponds to the uniform distribution on the interval [a,b].

Parameter Dynamic Dynamic High Static

Initial angular U(−15,15) U(−20,20) U(−10,10)
position

Maximum angular U(−15,15) U(−20,20) -
position

Period U(4,40) U(4,40) -

4.4.4. Model and Training Hyperparameters

The training setup from a prior study [10] is reused to evaluate the proposed method.
The setup is briefly outlined here. Additionally, the hyperparameters for the HTCE encoder
and its lightweight variant are provided in Appendix A, in Tables A9 and Table A10,
respectively. Refer to [10] for a comprehensive presentation of the model training set.

The different deep learning architectures are implemented using the TensorFlow pack-
age for model fitting on a single NVIDIA A100 80 GB GPU. Each model’s hyperparameters
are manually optimized, and training lasts for 100 epochs using the AdamW optimizer
with a learning rate set to 1 × 10−4 for stability. The weight decay, set at 1× 10−5, aids in
regularization [27]. Furthermore, we optimize the focal loss with a gamma of 5 and class
balancing. The different settings for class balancing are also presented in the Appendix A,
in Table A11, which lists the various training hyperparameters.

Finally, an early stopping technique is used to prevent the model from overfitting by
monitoring the validation global F1 score and stopping the training after 10 consecutive
epochs without improvement.

Model Evaluation

Medical datasets often exhibit high imbalances with pathologic populations being
rarer compared to normal ones. As a result, precision, recall, sensitivity, and specificity are
preferred over accuracy in evaluating the method performance for each class. Additionally,
recall that the classification problem is a multi-annotation problem, where the model learns
binary decisions for each of the eight classes. However, assessing 32 metrics simultaneously
is not straightforward; therefore, the macro F1 score for each class allows for a global
evaluation of screening performance across both positive and negative classes.

The model performance evaluation involves several metrics to assess the screening
ability for both positive and negative cases across different pathologies. These metrics
include per-class macro F1 scores, positive F1 scores, negative global F1 scores, and global
F1 scores.

The positive F1 score evaluates the overall model performance in screening each
pathology for each class by averaging the positive F1 scores for each class separately.
Conversely, the negative global F1 score is computed as the weighted mean of micro F1
scores from normal subjects within each class.

The global F1 score, on the other hand, provides a comprehensive assessment by
averaging the positive and negative F1 scores. When ranking model performances, priority
is given to the global F1 score, followed by the positive F1 score, and finally the negative
F1 score. Subsequently, to ensure robustness and fairness in comparison, each model is
evaluated using a stratified three-fold cross-validation method. Then, all metric scores are
collected during each fold, and the mean values across the three folds are reported. finally,
to maintain consistency, all models are trained and evaluated using the same fold split.
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5. Result
5.1. Comparison with Existing Literature
5.1.1. Comparing the Overall Model Performances

Figure 2 presents a comparison of the overall model performances in terms of the
global F1 score. Additionally, in the Appendix A, in Tables A1 and A2, we present the
global F1 scores for the three architectures and the applied data augmentation methods
when trained on the saccade and vergence datasets, respectively.

Figure 2. A comparison of the performance differences among different methods in terms of the
global F1 scores for the three architectures, when trained on the saccade dataset (right subfigure) and
the vergence dataset (left subfigure).

Overall, the hybrid architecture exhibits the highest performance in screening the
positive samples, consistently achieving the highest positive F1 score across the two datasets
and all the experiments, with a positive F1 score up to 53.9% and 51.2% on the saccade and
vergence visual tasks, respectively. On the other hand, the best performance in terms of
negative F1 score is achieved by HTCE-MEAN, with negative F1 scores up to 89.6% and
89.2% on the saccade and vergence visual tasks, respectively.

Saccade Visual Task

When considering the saccade visual task, the best overall performance (in terms of
global F1 score and positive F1 score) is achieved when training using CutMix augmenta-
tion, using HTCE-MEAN (71.6%) and HTCSE (71.5%), respectively.

Furthermore, for the three architectures, EMULATE consistently improves performance
relative to training with no augmentation, with improvements of up to 2.8, 5.3, and 0.9 points,
respectively. Additionally, in comparison to other non-physiological augmentation methods,
the proposed method performs competitively.

When considering only the physiological augmentation, the best performance is
achieved when training the HTCSE using the dynamic variant. Additionally, the dynamic
variant consistently achieves the highest score relative to the static variant. However, when
inspecting the per-class macro F1 scores presented in Appendix A Table A4, the differences
in performance are not consistent. For example, when considering the performance of the
HTCSE on classes 0 and 1, which achieve the highest scores in these two classes, altering
the head stability information (dynamic) decreases the performance relative to the static
variant for classes 0 and 1, corresponding to dyslexia and reading disorders, with losses in
the macro F1 score of 0.2 and 0.3 points, respectively.

Vergence Visual Task

With the vergence dataset, the best performance in terms of the global F1 score
is achieved when training using CutMix, with relatively similar performances for the
three models.

Additionally, EMULATE consistently improves global performance relative to training
without augmentation, resulting in an improvement of the overall best score from 68.6% to
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69.1%. HTCE-MEAN and HTCSE training show better performances when trained using
the dynamic EMULATE variant compared to Cutout and dropout, improving the best
global F1 score from 68.3% to 69.1%. Furthermore, compared to MixUp, the difference in
overall best performance is 0.2 points.

When considering the overall performance of the physiological data augmentation
methods, in terms of the global F1 score, the best performance is achieved when training the
HTCSE using the dynamic variant (69.1%). Additionally, while training HTCE-MEAN and
HTCSE using the dynamic variant achieves the best scores (68.9% and 69.1%). Similarly, in
Appendix A, in Table A3, the per-class macro F1 score is presented for each model when
trained on the vergence visual task.

5.2. Extending the Baseline Methods with EMULATE

Tables 3 and 4 showcase the different global F1 scores obtained by extending the
various baseline methods using the two EMULATE dynamic variants. Additionally, in
Figures 3 and 4, we present barplots comparing the different baseline performances when
combined with the dynamic and dynamic high EMULATE settings, in terms of the global F1
score. Finally, detailed per-class F1 scores for the corresponding experiments are presented
in Appendix A, in Tables A5–A8.

Table 3. A comparisonof the three global F1 scores across different architectures during training with
baseline augmentation, both with and without the integration of the proposed methods (dynamic
and dynamic high variants) on the saccade visual task. The best global F1 score for each method
within the three setups is highlighted in bold.

EMULATE Disabled Dynamic Dynamic High

Technique Head Macro Neg. Pos. Macro Neg. Pos. Macro Neg. Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

HTCE-MAX

Cutout 69.7 89.1 50.2 69.9 89.0 50.8 69.7 89.1 50.4
Dropout 69.8 87.9 51.6 71.0 89.1 52.8 70.5 88.8 52.3
CutMix 71.3 89.4 53.3 70.5 89.0 52.0 70.1 89.2 51.1
MixUp 69.8 89.4 50.3 70.0 89.3 50.7 69.8 89.3 50.2

HTCE-MEAN

Cutout 68.9 88.1 49.8 70.1 88.8 51.5 70.1 88.6 51.5
Dropout 69.0 87.2 50.7 69.7 88.1 51.3 70.2 88.6 51.9
CutMix 71.6 89.6 53.5 71.0 89.4 52.7 70.8 89.1 52.4
MixUp 70.8 89.2 52.4 70.7 89.4 51.9 70.6 88.9 52.2

HTCSE

Cutout 69.5 88.1 50.9 70.6 88.9 52.2 70.9 89.1 52.7
Dropout 70.4 88.4 52.5 70.8 88.5 53.1 70.9 88.5 53.3
CutMix 71.5 89.1 53.9 70.7 89.0 52.4 70.6 88.9 52.3
MixUp 70.7 88.6 52.8 70.8 89.2 52.4 70.6 88.9 52.2

On the vergence dataset, notable enhancements are observed across the three methods—
Cutout, Dropout, and MixUp—excluding CutMix. Specifically, improvements of (2.1, 1.3,
and 0.2), (1.4, 2.5, and 0.3), and (0.9, 1.3, and 0.4) points are observed for HTCE-MAX,
HTCE-MEAN, and HTCSE, respectively.

Conversely, in the saccade visual task, when considering the performance of each
model separately, Cutout and Dropout consistently improve performance across all three
architectures.

Finally, when comparing the best performance gain of each augmentation, relatively
to a training with EMULATE Disabled, across the three models, notable differences in
performance emerge: 1.2, 0.6, and 0 for Cutout, Dropout, and MixUp, respectively.
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Table 4. A comparison of the three global F1 scores across different architectures during training with
baseline augmentations, both with and without the integration of the proposed methods (dynamic
and dynamic high variants) on the vergence visual task. The best global F1 score for each method
within the three setups is highlighted in bold.

EMULATE Disabled Dynamic Dynamic High

Technique Head Macro Neg. Pos. Macro Neg. Pos. Macro Neg. Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

HTCE-MAX

Cutout 67.2 86.9 47.5 69.3 89.0 49.6 69.2 88.6 49.7
Dropout 68.3 88.0 48.6 69.6 88.6 50.6 69.6 88.6 50.6
CutMix 70.1 89.1 51.0 69.8 89.3 50.3 69.7 89.3 50.1
MixUp 69.2 89.5 48.9 69.4 89.1 49.6 69.2 89.3 49.1

HTCE-MEAN

Cutout 68.2 88.6 47.8 69.4 88.3 50.5 69.6 89.5 49.8
Dropout 66.8 86.0 47.6 69.1 88.2 50.0 69.3 88.0 50.6
CutMix 70.2 89.2 51.1 69.9 89.2 50.5 69.9 89.0 50.8
MixUp 69.5 89.6 49.4 69.8 89.4 50.1 69.7 88.8 50.6

HTCSE

Cutout 68.5 88.2 48.8 69.3 88.2 50.3 69.4 88.5 50.3
Dropout 68.2 87.4 49.1 69.3 88.0 50.6 69.5 88.0 51.1
CutMix 70.1 88.9 51.2 69.6 88.7 50.6 69.4 88.6 50.2
MixUp 69.3 88.3 50.4 69.7 88.5 50.9 69.5 88.6 50.4

Figure 3. A barplot comparing the different baseline performances when combined with the dynamic
and dynamic high EMULATE settings, and trained with the HTCE-MAX (left subfigure), the HTCE-
MEAN (middle subfigure), and the HTCSE (right subfigure) on the vergence dataset.

Figure 4. A barplot comparing the different baseline performances when combined with the dynamic
and dynamic high EMULATE settings, and trained with the HTCE-MAX (left subfigure), the HTCE-
MEAN (middle subfigure), and the HTCSE (right subfigure) on the saccade dataset.

6. Discussion
6.1. Major Finding

In this study, EMULATE, a novel data augmentation library tailored to time-series deep
learning projects, is introduced. A comprehensive exploration of various settings was con-
ducted, employing both a proposed CNN-based architecture and a hybrid-based architecture.
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The evaluation encompasses two datasets: the saccade and the vergence visual tasks.
The proposed method enhances generalization performance compared to training without
augmentation and several baseline methods, such as Dropout and Cutout, and achieves
competitive performance with MixUp. Moreover, although some physiological plau-
sibility is sacrificed in the augmentation setup, incorporating EMULATE—except for
CutMix—improves the overall performance across the tested regularization and augmen-
tation methods. From a physiological perspective, it is important to consider that eye
movements are not isolated from head movements and positions, as commands for eye
movements are known to influence neck muscles, even when the head is artificially stabi-
lized [28].

6.2. Analysis of the Degree of Freedom

The proposed data augmentation method significantly increases the dataset size. For
instance, the dynamic mode comprises 10 different parameters, while the static mode
is characterized by four parameters. These parameters correspond to the interpolation
parameters and a tuple of values representing the initial angular position within each axis.
Table 5 lists the specific parameters for each of the two configurations. Note that all the
parameters sampled from the continuous interval increase the density of the output space.

Table 5. Presentation of the sampling parameters.

Parameters
Configuration

Dynamic Static

Coordinates interpolation parameter (1 parameter) X X

Initial angular position (3 parameters) X X

Maximum angular rotation amplitude (3 parameters) X

Sinusoidal period (3 parameters) X

6.3. Physiological Data Augmentation

By using physiological data augmentation in deep learning, one can benefit from
several advantages and implications. Realistic data augmentation enhances the discrimi-
nation performance by increasing the size of the dataset. On the other hand, non-realistic
methods have different effects on accuracy, primarily through regularization techniques.
For example, Zeshan et al. [6] compared different data augmentation techniques for the
medical imaging classification task and found a strong relationship between the chosen
augmentation method and the discrimination performance. In addition, the results high-
light that realistic methods such as scaling, shearing, and rotating resulted in an accuracy
range of 87.4% to 88.0%, while non-realistic methods like noise and power had validation
accuracies of 66.0% and 73.7%, respectively. This can be attributed to realistic augmenta-
tions effectively increasing the sample size, whereas non-realistic methods serve more as
regularization techniques, rather than expanding the information in the dataset itself.

6.4. Generative Method Limitation

A generative model for data augmentation does not involve sampling real data or
introducing new information. Moreover, the quality of the generated data relies on the
generative model’s ability to capture complex or rare patterns. The task becomes more
challenging when dealing with high-resolution time series data and a limited dataset size.
Such constraints are especially pronounced when using a limited dataset.

6.5. On the Importance of the Transformation-Based Method

Deep learning-based data augmentation has shown promise, but it can struggle to
capture rare patterns in small training datasets and introduce noise when sampling at
different resolutions. Various studies have attempted to address these limitations to increase
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the image resolution [29–33] or enhance the quality [34]. However, this task remains
challenging, particularly with a limited training set and high-resolution samples. On the
other hand, transformation-based data augmentation generates new samples through
realistic transformations. For instance, in the present study, head movements are simulated
to generate new rotated patterns that cannot be obtained through linear interpolation of
existing samples.

Furthermore, when transformation-based methods are applied to generative-based
data augmentation techniques, they can improve generalization ability, leading to better
variety. Simply put, transformation-based methods can enhance generalization ability
on their own or be combined with cutting-edge generative data augmentation methods
to increase variability and improve augmentation. This makes them even more crucial
in practice.

7. Limitations and Future Directions
7.1. Dynamic Mode Limitations

The dynamic method allows for higher augmentation capabilities. However, unlike
the static mode, which makes no assumptions when performing data augmentation, the
dynamic mode tends to exhibit a bias toward the sinusoidal motion model. By authorizing
a near-manifold sampling, the velocity of the head is modeled using parameterization to
approximate head movement during testing. This is achieved by employing a parameter-
ized sinusoidal function and selecting the frequency range accordingly. Consequently, in
contrast to the static mode, which samples from the true data manifold, the dynamic mode
may introduce artifacts due to the artificial sinusoidal motion model.

Furthermore, for certain pathologies, dynamic head movement can be a pertinent
criterion for screening the corresponding pathology. Additionally, small head movements
can be discriminative for the same use case. For such pathologies, the static mode is
recommended, as this method does not alter the real-time head instability parameters.

7.2. Computational Efficiency

While EMULATE shows promising results, it introduces significant computational
costs when implemented using native Python. However, when incorporating the various
computations into the TensorFlow computation graph, the introduced computational cost
is relatively low compared to the initial computation cost introduced by the deep learning
model. Additional techniques such as pre-fetching and preprocessing each batch in parallel
further reduce the introduced computation cost.

7.3. Sensitivity to the Radius Coordinates

In order to convert the different coordinates from the spherical system to the Cartesian
system, the radius distance is required, corresponding to the eye fixation coordinate within
the optical axis. In the current study, this distance is approximate with the coordinate of the
stimulus LED, which implies perfect accuracy in convergence and divergence, achieving
exact precision.

7.4. Future Direction

At this stage, the proposed method shows promising performance when compared
to other methods. One important direction involves exploring the performance of the
proposed method on different standard datasets as well as other model architectures.
This exploration aims to assess the relevance of EMULATE in various settings, including
different datasets, models, and learning tasks.

Additionally, a noteworthy future direction involves investigating why, unlike other
augmentation methods, incorporating EMULATE diminishes the generalization ability of
CutMix. and push the exploration further by exploring the performance of the proposed
method on different standard datasets as well as other model architectures, in order to
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assess the relevance of EMULATE under different settings, including different datasets,
models, as well as learning tasks.

A notable future direction involves investigating why, unlike other augmentation
methods, incorporating EMULATE diminishes the generalization ability of CutMix. Further
exploration could involve assessing the performance of the proposed method on various
standard datasets and model architectures to evaluate the relevance of EMULATE under
different settings, encompassing different datasets, models, and learning tasks.

Another area of improvement involves replacing the naive sinusoidal model, with a
more complex model, thus enabling a better approximation of head motion to enhance the
accuracy of generated data when utilizing the dynamic mode.

Finally, the number of head and eye coordinates taken from [21] is relatively small.
Therefore, the next step would be to enhance the richness of the used coordinates by
extending the database of the eye and head coordinates. A future direction will be to
augment the table with the collected head and eye coordinates.

8. Conclusions

In conclusion, the challenges associated with limited annotated medical data neces-
sitate innovative solutions for effective data augmentation. Traditional methods, such as
mixing-based algorithms, may not be suitable due to their potential to introduce artifacts
and alter pathological features. Generative augmentation methods tailored to the character-
istics of pathology images are often preferred, yet they may be less effective at capturing
complex or rare patterns compared to transformation-based techniques.

In response to these challenges, we propose a novel physiologically based head data
augmentation library (EMULATE) that emulates natural head movements during data
collection, contributing to enhanced sample diversity and authenticity. Our library is the
first of its kind to incorporate physiological aspects, generating transformed eye movement
data efficiently. Additionally, we perform a first exploration of different architectures
and datasets, demonstrating the effectiveness of EMULATE in regularizing the training
process and improving the generalization ability of the proposed hybrid architecture,
outperforming a CNN-based approach in eye movement classification.
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Appendix A

Table A1. The presentation of the global F1 (Macro F1), global positive F1 (Pos. F1), and global
negative F1 (Neg. F1) scores when trained on the vergence visual task. For each model, the best
global F1 score is highlighted in bold.

HTCE-MAX HTCE-MEAN HTCSE

Macro Neg. Pos. Macro Neg. Pos. Macro Neg. Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

Cutout 67.2 86.9 47.5 68.2 88.6 47.8 68.5 88.2 48.8
Dropout 68.3 88.0 48.6 66.8 86.0 47.6 68.2 87.4 49.1
CutMix 70.1 89.1 51.0 70.2 89.2 51.1 70.1 88.9 51.2
MixUp 69.2 89.5 48.9 69.5 89.6 49.4 69.3 88.3 50.4
No Aug. 68.6 89.1 48.0 66.9 88.2 45.7 68.3 88.0 48.5

Dynamic 67.6 87.0 48.1 68.9 88.6 49.3 69.1 88.4 49.8
Dynamic High 66.1 86.4 45.9 68.3 87.5 49.1 69.1 88.3 49.9
Static 68.6 88.4 48.9 67.8 86.9 48.6 68.8 88.3 49.3

Table A2. Presentation of the global F1 (Macro F1), global positive F1 (Pos. F1), and global negative
F1 (Neg. F1) scores when trained on the saccade visual task. For each model, the best global F1 score
is highlighted in bold.

HTCE-MAX HTCE-MEAN HTCSE

Macro Neg. Pos. Macro Neg. Pos. Macro Neg. Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

Cutout 69.7 89.1 50.2 68.9 88.1 49.8 69.5 88.1 50.9
Dropout 69.8 87.9 51.6 69.0 87.2 50.7 70.4 88.4 52.5
CutMix 71.3 89.4 53.3 71.6 89.6 53.5 71.5 89.1 53.9
MixUp 69.8 89.4 50.3 70.8 89.2 52.4 70.7 88.6 52.8
No Aug. 67.0 86.8 47.3 64.8 86.0 43.6 69.2 88.0 50.4

Dynamic 69.7 88.9 50.6 70.1 88.4 51.8 70.3 88.6 52.0
Dynamic High 69.8 88.6 51.0 69.9 89.2 50.5 70.0 88.7 51.3
Static 69.0 88.6 49.5 69.6 88.4 50.8 69.7 88.2 51.3

Table A3. Peer class macro F1 scores for each augmentation and regularization method when
separately training the three different architectures on the vergence dataset.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MAX

CutMix 67.4 71.3 63.9 63.5 78.0 70.2 74.0 73.1
Cutout 64.5 68.2 63.3 62.2 73.8 66.0 70.8 69.9

Dropout 65.9 69.4 62.4 62.7 75.7 67.5 71.7 72.3
MixUp 66.3 70.4 62.9 63.2 76.9 68.7 73.7 72.4

No Aug. 65.7 70.1 62.1 62.8 76.7 69.0 73.1 71.9
Dynamic 63.4 69.9 62.0 60.1 74.9 67.7 71.9 71.6

Dynamic High 64.3 68.0 62.5 62.5 72.4 65.7 70.2 64.3
Static 65.8 69.6 63.4 61.2 76.4 68.9 73.2 71.6
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Table A3. Cont.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MEAN

CutMix 68.1 71.7 63.9 63.9 78.2 70.4 73.1 73.0
Cutout 65.7 69.5 63.7 63.7 75.7 68.5 71.8 68.0

Dropout 63.9 67.7 62.1 61.3 73.0 67.3 69.8 70.2
MixUp 66.8 70.9 62.7 63.3 77.1 70.1 73.6 72.5

No Aug. 64.9 68.4 63.3 60.6 72.9 68.3 71.7 66.4
Dynamic 66.8 70.7 63.5 62.7 76.7 69.1 71.8 71.1

Dynamic High 66.1 70.5 62.2 61.9 74.4 68.6 71.7 71.8
Static 65.5 68.0 63.8 63.2 75.1 67.7 71.8 68.3

HTCSE

CutMix 67.6 71.5 64.6 63.4 77.2 69.5 74.1 73.7
Cutout 66.5 69.7 62.7 62.9 75.2 68.4 72.0 71.7

Dropout 66.2 69.3 63.3 63.1 74.5 67.5 71.0 71.8
MixUp 66.8 70.1 63.4 64.0 76.6 68.3 73.1 73.3

No Aug. 65.9 68.8 62.9 62.5 75.5 67.7 72.5 71.2
Dynamic 67.3 69.9 63.7 62.8 76.1 68.1 72.3 73.7

Dynamic High 67.0 69.9 63.7 62.5 76.4 68.0 73.4 72.9
Static 67.5 70.2 63.0 62.6 76.1 68.2 72.0 71.7

Table A4. Peer class macro F1 scores for each augmentation and regularization method when
separately training the three different architectures on the saccade dataset.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MAX

CutMix 70.5 74.4 65.5 66.7 79.0 72.8 73.0 69.8
Cutout 68.7 71.8 64.5 64.0 78.5 70.8 72.7 67.6

Dropout 68.1 71.6 64.5 66.1 77.1 71.4 72.3 68.0
MixUp 68.9 73.0 63.1 65.5 78.6 70.8 72.2 67.7

No Aug. 67.3 70.6 63.2 61.4 76.6 65.6 66.9 65.5
Dynamic 68.5 72.7 64.3 64.9 78.5 70.0 72.3 67.8

Dynamic High 68.1 71.7 64.5 64.9 78.6 71.4 72.5 68.2
Static 68.4 71.7 62.8 64.5 78.6 70.6 72.0 64.7

HTCE-MEAN

CutMix 70.5 74.4 65.5 67.2 79.8 73.4 74.1 68.9
Cutout 69.0 72.2 65.6 64.8 77.7 71.3 68.4 63.5

Dropout 69.4 72.4 66.1 65.7 74.0 70.1 68.4 66.8
MixUp 69.7 73.1 66.2 65.5 79.5 72.1 73.8 67.5

No Aug. 64.3 66.8 63.2 61.0 73.8 66.3 67.8 56.2
Dynamic 69.7 72.3 66.0 65.4 78.9 71.4 72.0 66.1

Dynamic High 68.9 72.3 64.4 65.0 79.0 72.0 71.1 67.2
Static 69.1 71.8 64.9 65.8 77.4 71.4 72.0 65.5

HTCSE

CutMix 70.3 73.9 65.5 67.1 79.8 72.9 73.7 70.2
Cutout 67.9 71.1 64.8 65.1 78.0 69.8 72.3 68.3

Dropout 69.3 73.1 65.8 66.5 77.0 71.8 72.1 69.0
MixUp 69.7 72.1 65.7 66.9 78.5 72.3 73.0 68.3

No Aug. 68.2 71.6 64.4 64.5 76.9 69.6 71.6 67.8
Dynamic 68.8 73.0 63.4 66.2 78.6 71.8 73.2 68.3

Dynamic High 69.2 72.6 64.0 65.3 78.4 71.5 72.4 67.8
Static 68.4 71.9 64.6 65.5 77.2 70.1 72.3 68.8
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Table A5. Peer class macro F1 scores for each augmentation and regularization baseline method when
training in combination with the dynamic variant of EMULATE, the three different architectures on
the vergence dataset.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MAX

CutMix 67.7 71.9 63.6 62.5 77.6 69.1 74.0 72.8
Cutout 66.6 69.7 64.3 63.3 76.5 69.2 73.0 72.9

Dropout 67.4 70.8 64.0 62.8 76.7 69.7 72.8 73.5
MixUp 67.3 70.9 62.6 62.5 76.3 68.7 73.7 73.8

HTCE-MEAN

CutMix 68.0 71.1 63.0 62.9 76.9 70.1 73.1 74.6
Cutout 67.5 70.6 64.6 62.4 77.2 68.7 72.8 72.4

Dropout 67.3 70.8 63.9 63.5 75.6 69.7 70.2 73.1
MixUp 67.3 71.2 63.1 63.7 77.1 69.4 73.6 73.8

HTCSE

CutMix 67.5 71.0 62.8 63.4 77.0 68.9 74.1 73.3
Cutout 67.5 70.3 63.3 63.2 75.9 68.6 72.9 73.1

Dropout 68.0 70.8 63.5 63.2 75.6 68.5 72.9 72.7
MixUp 68.2 70.8 64.3 64.3 76.4 67.5 73.5 73.5

Table A6. Peer class macro F1 scores for each augmentation and regularization baseline method when
training in combination with the dynamic High variant of EMULATE, the three different architectures
on the vergence dataset.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MAX

CutMix 67.7 70.7 64.4 62.2 77.2 69.6 73.3 73.3
Cutout 66.9 70.4 63.1 63.0 76.4 68.3 73.4 72.8

Dropout 67.1 71.4 63.3 64.5 75.9 69.2 72.8 73.8
MixUp 67.4 70.5 62.9 62.1 76.9 68.5 72.9 73.5

HTCE-MEAN

CutMix 68.0 71.4 64.0 63.3 77.2 69.7 72.9 73.6
Cutout 67.2 71.3 63.5 62.4 77.4 69.2 73.6 73.7

Dropout 67.3 71.1 64.6 63.8 75.3 69.6 70.7 72.9
MixUp 68.1 71.3 64.1 62.4 77.3 69.5 71.8 74.1

HTCSE

CutMix 66.8 70.8 63.4 62.9 76.8 68.1 73.4 73.9
Cutout 67.3 69.9 63.6 63.5 76.5 67.9 74.1 73.3

Dropout 68.6 71.2 64.3 64.1 74.9 68.7 73.2 72.3
MixUp 67.5 70.3 64.0 63.8 76.8 67.7 73.3 73.8

Table A7. Peer class macro F1 scores for each augmentation and regularization baseline method when
training in combination with the dynamic variant of EMULATE, the three different architectures on
the saccade dataset.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MAX

CutMix 69.4 73.4 65.0 65.6 79.6 71.6 72.8 67.7
Cutout 68.9 72.6 63.5 64.0 79.5 72.0 72.3 67.6

Dropout 69.5 73.0 64.9 65.4 79.4 73.3 72.2 70.9
MixUp 68.1 72.7 63.5 64.3 79.8 71.1 72.6 69.0

HTCE-MEAN

CutMix 70.4 73.5 65.0 66.4 79.6 73.0 73.1 68.4
Cutout 68.9 72.1 64.4 65.4 79.3 73.2 71.3 67.6

Dropout 69.6 72.6 64.9 64.4 77.5 71.8 70.1 67.6
MixUp 69.5 73.0 65.0 63.9 79.5 72.4 73.4 69.5

HTCSE

CutMix 69.6 73.1 64.1 66.3 79.6 72.4 73.1 68.7
Cutout 69.3 73.1 64.9 66.2 78.4 71.8 73.4 68.5

Dropout 69.4 72.3 65.4 67.1 77.8 73.7 74.0 67.8
MixUp 69.5 73.1 64.2 67.0 79.6 72.3 73.5 68.0
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Table A8. Peer class macro F1 scores for each augmentation and regularization baseline method when
training in combination with the dynamic High variant of EMULATE, the three different architectures
on the saccade dataset.

Model Augmentation Method Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

HTCE-MAX

CutMix 69.0 72.9 63.8 65.5 79.2 71.7 72.2 67.7
Cutout 68.2 72.2 63.5 64.1 79.1 71.0 72.3 68.6

Dropout 68.7 72.5 64.9 65.1 79.2 73.2 72.2 69.8
MixUp 67.7 72.6 63.1 64.2 79.6 71.3 72.4 68.4

HTCE-MEAN

CutMix 70.0 73.4 64.6 65.4 79.3 73.4 73.3 68.0
Cutout 69.5 72.4 64.2 65.6 79.1 73.0 70.9 66.7

Dropout 69.7 73.5 65.5 65.6 77.7 72.0 71.6 67.2
MixUp 69.1 73.3 64.9 65.9 78.7 72.1 73.0 68.6

HTCSE

CutMix 69.8 73.1 63.7 65.3 79.3 73.1 73.1 68.1
Cutout 69.9 73.0 64.7 66.3 78.9 72.6 74.2 68.8

Dropout 70.1 73.2 64.9 67.1 77.9 73.6 73.2 68.5
MixUp 69.1 72.8 63.7 66.2 79.2 72.6 73.1 68.9

Table A9. HTCE feature extractor hyperparameters.

Stage Filter Size Pooling Kernel Size Activation

1 128-128-128 0-0-2 5-5-5 relu
2 128-128-128 0-0-2 5-5-5 relu
3 256-256-256 0-2-2 5-5-5 relu
4 512-512-512 0-2-2 3-3-3 relu

Table A10. Lightweight HTCE hyperparameters.

Stage Filter Size Pooling Kernel Size Activation

1 64-64 0-2 5-5 relu
2 128-128 0-2 5-5 relu
3 256-256 2-2 5-5 relu
4 512-512 2-2 3-3 relu

Table A11. Model Training hyperparameters.

Value

Optimizer

Name AdamW
Learning rate 0.0001
Beta1 0.9
Beta2 0.999
Weight decay 0.00001

Loss

name Focal loss
Alpha class 0 0.73
Alpha class 1 0.61
Alpha class 2 0.90
Alpha class 3 0.88
Alpha class 4 0.67
Alpha class 5 0.83
Alpha class 6 0.81
Alpha class 7 0.32
Gamma 5
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Table A11. Cont.

Value

Training

Batch size (HTCE-MAX) 128
Batch size (HTCE-MEAN) 128
Batch size (Baselines) 128
Batch size (HTCSE) 256
Epochs 100
Number of folds 3
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