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Abstract 
This study aims to explore the application of large-scale language models in 
detecting and reducing gender and age biases in job advertisements. To estab-
lish gender and age bias detectors, we trained and tested various large-scale 
language models, including RoBERTa, ALBERT, and GPT-2, and found that 
RoBERTa performed the best in detecting gender and age biases. Our analysis 
based on these models revealed significant male bias in job ads, particularly in 
the information and communication technology, manufacturing, transporta-
tion and logistics, and services industries. Similarly, research on age bias re-
vealed a preference for younger applicants, with limited demand for older 
candidates in job ads. Furthermore, we explored the application of natural 
language generation using ChatGPT to mitigate gender bias in job advertise-
ments. We generated two versions of job ads: one adhering to gender-neutral 
language principles and the other intentionally incorporating feminizing 
language. Through user research, we evaluated the effectiveness of these ver-
sions in attracting female candidates and reducing gender bias. The results 
demonstrated significant improvements in attracting female candidates and 
reducing gender bias for both versions. Overall, gender bias was reduced, and 
the appeal of job ads to female candidates was enhanced. The contributions of 
this study include an in-depth analysis of gender and age biases in job adver-
tisements in Australia, the development of gender and age bias detectors uti-
lizing large-scale language models, and the exploration of natural language 
generation methods based on ChatGPT to mitigate gender bias. By address-
ing these biases, we contribute to the creation of a more inclusive and equita-
ble job market. 
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1. Introduction 

Gender bias and age bias hold significant importance in Australian job adver-
tisements. These biases manifest through gendered and age-related language. 
Gendered language utilizes words and expressions with masculine or feminine 
tones, while age-related language incorporates words associated with age-related 
stereotypes. For example, words such as “glamorous” and “nurturing” often re-
sonate with stereotypical feminine work environment. While words such as 
“young” and “fresh grad” could turn off the older candidates. The Victorian 
government has committed to promoting gender equality and inclusivity and 
has been using more gender-neutral and inclusive terms in communications 
over the years (Raichur, Lee, & Moieni, 2023). Despite advancements in go-
vernmental domain, male dominance persists in specific industries like STEM, 
and older job seekers encounter challenges in reemployment or reentering the 
workforce.  

Gendered language in job advertisements influences applicants’ perception of 
job descriptions and gender equality. Advertisements adopting masculine lan-
guage tend to discourage qualified female applicants, exacerbating gender in-
equality in the workforce (Bem & Bem, 1973; Arceo-Gomez et al., 2022; Aske-
have & Zethsen, 2014). In a study of Gaucher, Friesen and Kay (2011), adult 
readers expected a greater number of men in the occupation when the job adver-
tisements use masculine language. Likewise, age bias subtly embedded in job 
advertisements restricts employment opportunities for older job seekers (Burn et 
al., 2019; Burn et al., 2021). To address these issues, Australia and other coun-
tries have enacted anti-discrimination labour laws such as the Sex Discrimina-
tion Act 1984 (SDA) (Australian Government, 2014a) and the Age Discrimina-
tion Act 2003 (ADA) (Australian Government, 2014b). Unfortunately, discri-
minatory practices in job ads often remain implicit, as research suggests that 
companies utilizing age-biased language tend to favour younger applicants 
(Burn et al., 2019; Burn et al., 2021). Detecting and mitigating these biases is 
crucial for fostering fair hiring practices.  

Multiple methods have been developed to tackle gender and age biases in job 
advertisements, including regular expression matching (Ningrum, Pansombut, 
& Ueranantasun, 2020), lexicon-based approaches (Hu et al., 2022; Tang et al., 
2017), end-to-end methods (Cryan et al., 2020), and hybrid methods (Böhm et 
al., 2020; Frissen, Adebayo, & Nanda, 2022). These approaches employ language 
models and classifiers to analyze the degree and severity of biases present in job 
ads.  

This research aims to collect job advertisement data from the Australian job 
search website and employs advanced large-scale language models such as Ro-
BERTa (Liu et al., 2019), ALBERT (Lan et al., 2020), and GPT-2 (Radford et al., 
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2019) to construct gender bias detectors and age bias detectors. These detectors 
are deployed to detect and analyze gender and age biases across various indus-
tries in Australia. A natural language generation method, based on ChatGPT, is 
proposed to eliminate gender bias and enhance job advertisements’ appeal to 
female candidates. Two approaches are implemented: one aligned with gend-
er-neutral principles (adhering method) and the other intentionally incorporates 
language favouring underrepresented genders (steering method). The effective-
ness of these methods is evaluated through user research, gathering feedback on 
job advertisements’ attractiveness, and perceived levels of gender bias.  

This research contributes the following:  
 Valuable insights into the prevalence of gender and age biases in Australian 

job advertisements.  
 We developed gender bias detectors and age bias detectors to detect gender 

bias and age bias in advertisement texts, which can also be applied to other 
text detection tasks. This study represents the first research in utilizing 
large-scale language models to detect age bias.  

 Insights into the efficacy of ChatGPT-based natural language generation in 
addressing gender bias.  

By addressing these biases, we contribute to creating a more inclusive and 
equitable job market, ensuring equal opportunities for all applicants irrespective 
of their gender or age.  

2. Background 

1) Discrimination and inequality in job ads  
Age and gender biases in job advertisements can be either explicit or subtle. 

Explicit biases refer to direct, obvious, and overt discriminatory expressions, 
while subtle biases are conveyed through language in a subtle manner (Gaucher, 
Friesen, & Kay, 2011). These biases often manifest through gender-coded terms. 
Much research indicates that we use different words and expressions when de-
scribing men and women. Trix and Psenka (2003) found gender differences in 
recommendation letters for medical faculty, where recommendations for female 
applicants were confined to teaching roles, while male applicants were recom-
mended for research and other professional roles. Guerin (1994) revealed un-
derlying gender biases in word usage through participants’ use of abstract words 
to describe their own gender behaviours.  

Multiple studies have shown that gender-coded words have a significant im-
pact on how potential applicants perceive job descriptions and gender equality 
in different industries. Job advertisements that contain more male-coded lan-
guage tend to deter female applicants even when they are well qualified for the 
role (Bem & Bem, 1973). Another instance of gender stereotypes contributing to 
the gender pay gap in the labour market is where job advertisements associated 
with female traits offer lower salaries than those associated with male traits, in-
dicating the influence of gender stereotypes on the gender pay gap (Arceo-Gomez 
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et al., 2022). Gender biases exist in job ads for all levels, including top manage-
ment positions, with most of the wording aligning with traditional male 
attributes (Askehave & Zethsen, 2014). Gaucher et al. (2011) found that job ad-
vertisements in male-dominated industries tend to be biased toward male appli-
cants by using words like “leader,” “competitive,” and “dominant,” while job 
advertisements in female-dominated industries show bias towards female appli-
cants. If job advertisements unknowingly adopt the male-coded language, they 
may continue to attract predominantly male applicants, perpetuating a vicious 
cycle and reinforcing a male-dominated culture.  

Biases towards specific age groups are also a significant issue. Similar to gend-
er biases, many studies suggest that potential age biases are embedded in lan-
guage. Moon (2014) found that English adjectives used to describe young people 
are mostly positive, while those used to describe older people are often negative. 
Diaz et al. (2018) analysis of age-related sentiment on Twitter also revealed a 
more negative sentiment in tweets related to older individuals. Burn et al. (2019) 
collected words from job advertisements related to age stereotypes from the 
perspectives of health, personality, and skills, such as “cannot accept new tech-
nology.” This study indicated that these age stereotypes unconsciously hinder 
older potential applicants. Age biases can lead to greater difficulties for older job 
seekers in finding employment opportunities. This bias has profound implica-
tions for economic productivity and social equality, particularly considering the 
aging populations in many societies, including Australia.  

2) Detect gender bias in job ads  
In the context of detecting gender bias in job advertisements, the regular ex-

pression matching method involves directly searching for gender-related key-
words such as “male” and “female” (Ningrum, Pansombut, & Ueranantasun, 
2020). Lexicon-based methods rely on establishing male-oriented and fe-
male-oriented word libraries and determine the presence of gendered language 
by analyzing the proportions of masculine and feminine words in the text 
(Cryan et al., 2020; Tang et al., 2017; Hu et al., 2022). On the other hand, 
end-to-end methods do not require the extraction of specific words from the text 
but directly input the text into a large-scale deep-learning model to obtain the 
probability of the text leaning towards a male or female stereotype.  

Ningrum et al. (2020) utilized regular expressions and n-grams to match gen- 
der-discriminatory keywords (such as man, male, female, and women), demon-
strating the effectiveness of this method in identifying gender bias in recruit-
ment ads. However, the regular expression matching approach may not detect 
more implicit forms of gender bias, such as those related to personality traits, 
skills, and abilities.  

Further research has been conducted using the other two methods. In terms of 
employing lexicon-based methods to detect the degree of gender bias. Gaucher, 
Friesen and Kay (2011) calculated the proportions of masculine and feminine 
words in job ads to highlight differences in language use between male-dominated 
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and female-dominated domains. Hu et al. (2022) introduced a novel method for 
measuring gender bias in job ads. This method involved using a pre-trained 
word embedding models like GloVe (Pennington, Socher, & Manning, 2014) to 
categorise words into strongly masculine, weakly masculine, strongly feminine, 
and weakly feminine categories. The study then employed two different bias as-
sessment methods: word-based counting (similar to Gaucher’s approach) and 
similarity-based calculations such as Relative Norm Distance (Garg et al., 2018) 
and the Word Embedding Association Test (Caliskan, Bryson, & Narayanan, 
2017) to evaluate gender bias in job ads. Tang et al. (2017) allocated weights to 
gender-indicative words based on their implied gender levels and calculated the 
number of gendered words to determine the target gender group of the ads. And 
used the sigmoid function to obtain a gender target score, and the gendered tone 
considered the meaning and bias of the words, combining weighted gend-
er-oriented words to obtain a total score. These two indicators can evaluate 
gender bias in job ads, with the word categories and weights organized through 
tools.  

Cryan et al. (2020), in their study, established a gender bias word library and 
the first manually annotated text corpus of gender bias. They compared the per-
formance of lexicon-based methods and end-to-end-based methods in identify-
ing gender bias, with the results indicating the superiority of end-to-end-based 
methods over lexicon-based methods. Some studies have also focused on col-
lecting and identifying gender-biased words, such as masculinised and feminised 
words. For example, the Multi-Dimensional Gender Bias Classification dataset 
(Dinan et al., 2020) is built on a generic framework that decomposes gender bias 
in the text along practical and semantic dimensions, including gender bias to-
wards mentioned individuals, gender bias towards said individuals, gender bias 
towards the target of speech, and gender bias towards the speaker. The Gend-
er-Bias-Datasets-Lexicons (Doughman & Khreich, 2022) publicly provides la-
belled datasets and comprehensive lexicons by collecting, annotating, and aug-
menting relevant sentences. These gender bias datasets provide strong support 
for end-to-end-based methods.  

In terms of employing a mixed-method approach, Böhm et al. (2020) focused 
on gender bias in IT job advertisements in the German employment market and 
utilized job descriptions as the dataset and employed deep learning techniques to 
establish a gender recognition model. Through manual annotation using key-
words, they constructed a lexicon containing stereotypical terms associated with 
men and women. A custom vectorisation algorithm was employed to perform 
clustering analysis on these keywords. The study revealed a higher correlation 
between male stereotypical terms and gender bias space. Based on these analyses, 
three distinct lexicons were created for replacing potentially biased terms, pro-
viding an encouraging vocabulary for female applicants, and offering language 
that attracts female candidates. After building the lexicons, the researchers pro-
posed a method for calculating gender bias in job recruitment using a single 

https://doi.org/10.4236/jss.2024.126006


R. C. Mao et al. 
 

 

DOI: 10.4236/jss.2024.126006 114 Open Journal of Social Sciences 
 

score to convey information about the number of biased terms associated with 
“push” and “pull” biases. Frissen, Adebayo and Nanda (2022), on the other 
hand, investigated the identification and classification of bias and discriminatory 
language in job advertisements. They employed Machine Learning techniques 
and constructed a lexicon comprising unique biased and discriminatory terms 
based on relevant literature in behavioural studies. Subsequently, they used a 
word-based approach to annotate job ads from the publicly available dataset, 
resulting in an annotated corpus. The annotated corpus was utilized to train 
state-of-the-art Machine Learning classifiers, combining linguistic features with 
the latest word embedding representations to capture the natural language se-
mantics of the biased language.  

3) Detect age bias in job ads  
Research on age bias in ads has been far less extensive than research on gender 

bias in job ads. Currently, most detection methods involve regular expression 
keyword matching and lexicon-based methods using age-discrimination word 
datasets.  

Ningrum, Pansombut and Ueranantasun (2020) directly used regular expres-
sion matching and n-gram methods to detect age discrimination in job ads in 
Indonesia. They searched for word phrases related to “age” in the ad text, such 
as “between age” and “underage”, and found that more than 50% of job ads 
contained age discrimination. Pillar, Poelmans and Larson (2022) also employed 
a regular expression matching approach to detect age bias in job ads, but she 
pointed out that while regular expression matching can identify discrimination 
in recruitment ads, it cannot understand semantic information. For example, a 
sentence containing the word “age” or “male” may not necessarily convey dis-
criminatory information. Therefore, the regular expression matching method 
has certain limitations.  

Burn et al. (2019) introduced a method that combines Machine Learning 
analysis and experimental measurement to investigate whether the use of age- 
related stereotypes in job ads by certain companies leads to fewer older appli-
cants applying for these positions. They collected age stereotyping words from 
psychological literature and analyzed their semantic relevance to word phrases 
used in job ads. The results showed that job ads using these age stereotyping 
words made older applicants less willing to apply for the positions. This study 
provides substantial support for subsequent research on age discrimination in 
job advertisements. In subsequent research, Burn et al. (2021) explored ageist 
stereotypes in recruitment ads by measuring the semantic similarity between job 
ad texts and age stereotyping words. They investigated whether discriminatory 
stereotypes against older people exist in recruitment ads and whether these lan-
guages are perceived as biased against older individuals. The study demonstrated 
that Machine Learning methods can sensitively detect the presence of stereotyp-
ing language. In a user survey, the experiments also revealed that sentences clas-
sified as age discrimination-related by the Machine Learning algorithm were 
generally perceived as ageist by people.  
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4) Gender debiasing method in job ads  
The main approaches to mitigating gender bias in textual content and re-

cruitment advertisements involve the removal or substitution of gender-biased 
terms, the generation of new text, and the redesign of recruitment processes.  

Sczesny, Formanowicz and Moser (2016) research highlights the significant 
impact of linguistic forms on gender equality. Using gender-fair language (GFL) 
can alter people’s mental representations and promote gender equality. Hu et al., 
(2022) devised a debiasing strategy and algorithm by modeling the frequencies 
of each word group and sampling the word composition. Böhm et al. (2020) de-
veloped a tool called “betterads” that detects and prompts gender-biased words 
in advertising texts to reduce gender discrimination.  

Strengers et al. (2020) introduced the contributions of natural language gen-
eration (NLG) to gender equity in society. They outlined three approaches to 
treating gender under NLG: adhering, steering, and queering, and applied them 
to job advertisements. In the adhering approach, the treatment involves neutra-
lizing the text or removing any gender-specific or sensitive attributes from the 
advertisement to promote equality. The steering approach intentionally uses 
language that favors a specific gender or gender group in job advertisements to 
encourage applications from the desired gender or gender group.  

Kanij et al. (2022) conducted a study using the GenderMag method to assess 
gender bias in software engineering job advertisements and found that cognitive 
walkthroughs effectively identified potential biases. They plan to expand the in-
vestigation and apply the InclusiveMag method in further research.  

3. Data Collection  

We obtained job advertisement data from the Australian job website. These job 
advertisements are publicly available and do not require a registered account to 
view. All online job advertisement websites have their own classification for dif-
ferent types of jobs and the number of job advertisements in each category. 
Based on this information, we selected seven popular industry categories with a 
high number of job advertisements: Advertising, Arts & Media; Education & 
Training; Healthcare & Medical; Hospitality & Tourism; Information & Com-
munication Technology; Manufacturing, Transport & Logistics; and Trades & 
Services.  

We developed a program using Python’s BeautifulSoup library to scrape job 
advertisements, successfully retrieving a total of 21,683 data entries. Figure 1 il-
lustrates the distribution of data across different industries, while Figure 2 
showcases the distribution of job types. Each job advertisement includes the fol-
lowing information: job title, company name, location, category, job description, 
job URL, and job type (full-time, casual/vacation, contract/temp, and part-time).  

4. Methodology  

Our objective is to examine gender bias and age bias in job advertisements  
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Figure 1. Percentage of job categories. 
 

 

Figure 2. Percentage of job types. 
 
within popular industries in Australia and explore methods to mitigate gender 
bias in these ads. To accomplish this, our task is divided into two stages.  

In the first stage, we develop detectors to accurately identify gender bias and 
age bias independently, as depicted in Figure 3 and Figure 4. The gender bias 
detector utilizes an end-to-end approach, comparing the performance of three 
large language models: RoBERTa (Liu et al., 2019), ALBERT (Lan et al., 2020), 
and GPT-2 (Radford et al., 2019). Similarly, for the age bias detector, we adopt a 
hybrid approach that combines end-to-end and lexicon-based methods, eva-
luating the performance of the three models. These three models have demon-
strated excellent performance on various NLP tasks.  
 RoBERTa: It stands for “Robustly optimized Bidirectional Encoder Repre-

sentations from Transformers approach”, which is an optimized model based 
on BERT architecture (Devlin et al., 2019). It is pretrained on 160 GB of un-
labeled text data and improved training methods to enhance performance. It 
is capable of understanding context in text and generating human-like and 
longer sentences.  
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Figure 3. Pipeline for building gender-bias detector. 
 

 

Figure 4. Pipeline for building age-bias detector. 
 

 ALBERT: It stands for “A Lite BERT”, which is a model based on BERT ar-
chitecture with fewer parameters. It employs techniques such as parameter 
sharing and parameter factorization to reduce the number of parameters 
while maintaining high performance. It is pretrained on 16 GB of text data, 
and is capable of generating human-like sentences.  

 GPT-2: It stands for “Generative Pre-trained Transformer 2”, which is an op-
timised model of GPT. It is based on the Transformer architecture (Vaswani 
et al., 2017) and trained on a large-scale unsupervised dataset of 8 million 
web pages, and capable of predicting text from the input text.  

The second stage focuses on exploring methods to reduce gender bias in job 
advertisements, with a specific emphasis on the IT industry, as shown in Figure 
5. We gathered the top 40 job advertisements in the IT industry that have been 
identified with the highest gender bias by our gender bias detector. Subse-
quently, we utilize ChatGPT (Open AI, 2023) as a tool to generate new job ad-
vertisement texts based on two feminist-oriented natural language generation 
approaches: “adhering” and “steering” (Strengers et al., 2020). We then test 
whether the gender bias level has been reduced by inputting the generated texts 
into our gender bias detector. In the subsequent section, we present the out-
comes of these experiments and proceed with a confirmatory user study.  

5. Bias Detector Development 

1) Data  
There are various methods for annotating datasets, including crowd annota-

tion (Cryan et al., 2020), where workers on crowdsourcing platforms annotate  
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Figure 5. Pipeline for building gender-bias detector and generate results from the 40 job advertisements in IT industry. 
 
data according to specified criteria and submit the results; rule-based annotation 
(Frissen, Adebayo, & Nanda, 2022), where data is automatically annotated based 
on predefined rules and models; semi-supervised learning (Böhm et al., 2020; 
Doughman & Khreich, 2022), which combines labeled and unlabeled data for 
annotation. By the end of 2022, with the widespread popularity of ChatGPT 
worldwide, its emergence has brought significant changes to many industries. 
Some studies have started exploring the potential of ChatGPT as an annotation 
tool. According to Gilardi, Alizadeh, and Kubli’s findings (2023), they manually 
annotated 2382 tweets and compared the classification performance of ChatGPT 
and MTurk on the same tasks. They found that ChatGPT outperformed MTurk 
in all four tasks in terms of accuracy. Furthermore, ChatGPT’s accuracy demon-
strated a certain level across different tasks and category sizes, especially consi-
dering that these annotations were zero-shot. Gilardi’s study demonstrated the 
remarkable performance of ChatGPT on complex tasks and provided a potential 
solution for zero-shot annotation. Kuzman, Mozetič and Ljubešić (2023) re-
search revealed that ChatGPT performed better than the fine-tuned X-GENRE 
classifier in the task of automatic genre identification. Even in under-resourced 
languages like Slovenian, ChatGPT’s performance was on par with English. 
However, prompting the model in under-resourced languages resulted in de-
creased performance. These results highlight the potential of ChatGPT in re-
ducing manual annotation efforts.  

a) Gender bias dataset: For training the gender bias detector, we utilized the 
“Annotated Text Corpus of Gender Bias” dataset (Cryan et al., 2020). This data-
set was annotated through manual labeling, where different texts describing 
males and females were categorized into four labels: male-consistent (m_consis), 
male-contradictory (m_contra), female-consistent (f_consis), and female-con- 
tradictory (f_contra). The dataset comprises 4550 labeled instances, with 1138 
instances labeled as m_consis, 1130 as f_consis, 1140 as m_contra, and 1142 as 
f_contra. 
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b) Age bias dataset: When it comes to age bias, there is a lack of pre-existing 
annotated datasets similar to the annotated text corpus of gender bias. To ad-
dress this, we initially gathered age-related stereotypical terms for both young 
and old individuals from relevant research papers and articles, as well as blog 
posts (Gendron et al., 2016; Reissmann et al., 2021; Australian Human Rights 
Commission, 2013; Devlin, 2006). Based on studies exploring the possibility of 
labeling with ChatGPT, we utilized ChatGPT to generate stereotypical sentences 
corresponding to these age-related terms, along with their respective labels. Sim-
ilar to the annotated text corpus of gender bias, the labels for age bias are catego-
rized into four types: old-consistent (o_consis), old-contradictory (o_contra), 
young-consistent (y_consis), and young-contradictory (y_contra). The dataset 
consists of 448 instances related to young individuals, with 229 instances labeled 
as y_consis and 219 instances as y_contra. Similarly, there are 443 instances re-
lated to old individuals, with 225 instances labeled as o_contra and 218 instances 
as o_consis.  

2) Creating models  
We aim to develop a method that can detect subtle gender and age biases in 

textual descriptions and visually present these differences. To achieve this goal, it 
seems essential to establish gender bias detectors and age bias detectors.  

After obtaining the relevant dataset, we proceed to detect the level of gender 
bias in a given text by building two classifiers: a male language classifier and a 
female language classifier. The male language classifier outputs two probabilities: 
the probability of alignment with male stereotypes and the probability of contra-
diction. Similarly, the female language classifier provides similar outputs. These 
probabilities range from 0 to 1. Based on previous similar studies (Cryan et al., 
2020; Tang et al., 2017; Hu et al., 2022), we define the gender bias score of a text 
as the probability of alignment with female stereotypes vf minus the probability 
of alignment with male stereotypes vm. In other words, the Gender Bias Value 
(GBV) ranges from −1 to 1, with a value closer to 1 indicating a language bias 
towards femininity, closer to −1 indicating a bias towards masculinity, and a 
value of 0 representing neutral language, as shown in Formula (1).  

 GBV f mv v= −  (1) 

Similarly, for age bias detection, we establish two classifiers: an older people 
language classifier and a younger people language classifier. The final Age Bias 
Value (ABV) is calculated as the probability of alignment with younger people 
stereotypes vy minus the probability of alignment with older people stereotypes 
vo, as shown in Formula (2). The result falls between −1 and 1. A value closer to 
−1 indicates a language bias toward older people, a value closer to 1 indicates a 
bias toward younger people, and a value closer to 0 represents language with no 
age bias. In this way, we have established a standardized measurement for de-
tecting gender bias and age bias.  

 ABV y ov v= −  (2) 
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With this standardized measurement established, we select three large lan-
guage models: RoBERTa, ALBERT, and GPT-2, to build corresponding classifi-
ers for male language, female language, older people language, and younger 
people language. We partitioned the gender bias and age bias datasets into 
training, validation, and testing sets in a 6:2:2 ratio. The RoBERTa-Large (hug-
gingface.co., n.d. a), GPT-2 (huggingface.co., n.d. b), and ALBERT-Base-v2 
(huggingface.co., n.d. c) models from Hugging Face were utilized as pre-trained 
models in this study. These models were fine-tuned by incorporating them into 
downstream tasks. Table 1 shows the hyperparameter information of each mod-
el. And the performance of these three models on various classification tasks is 
presented in Table 2 and Table 3.  

For gender bias detection, the RoBERTa model achieved an accuracy of 0.7912 
and an AUC (Area Under Curve) of 0.8660 in identifying female bias, and an 
accuracy of 0.7982 and an AUC of 0.8785 in identifying male bias, demonstrat-
ing excellent performance in gender bias detection. Data analysis reveals that 
RoBERTa exhibited the best performance in identifying gender bias, followed by 
GPT-2, while the ALBERT model performed slightly lower in terms of perfor-
mance.  

For age bias detection, the RoBERTa model achieved a high accuracy of 
0.9889 and an AUC of 0.9965 in detecting bias towards young individuals, and 
an accuracy of 0.9101 and an AUC of 0.9454 in detecting bias towards elderly 
individuals, indicating outstanding performance in age bias detection. In the 
domain of age bias identification, RoBERTa displayed remarkably high accuracy 
and AUC, followed by GPT-2, while the ALBERT model showed slightly lower 
performance. Overall, RoBERTa demonstrated the best performance in gender 
bias and age bias detection tasks, with GPT-2 and ALBERT relatively falling be-
hind in terms of performance. Based on these results, we ultimately selected the 
RoBERTa model as our gender bias and age bias detectors, with hyperparame-
ters set at 2e−6 and 6 epochs.  

6. Analysis of Model Results 

1) Gender bias analysis  
After using bias detector models for our test data, we obtained the bias value 

of each job advertisement, and then we will analyze the detection effect of the 
model.  
 

Table 1. Model hyperparameters. 

Model 
name 

Base 
model name 

Learning 
rate 

Train 
batch size 

Optimizer 

RoBERTa RoBERTa-Large 2e−6 6 AdamW with betas = (0.9, 0.999) and epsilon = 1e−8 

ALBERT albert-base-v2 1e−5 2 AdamW with betas = (0.9, 0.999) and epsilon = 1e−8 

GPT-2 gpt2 2e−5 1 AdamW with betas = (0.9, 0.999) and epsilon = 1e−8 
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Table 2. Performance of models in detecting gender bias. 

Model Acc (F) AUC (F) Acc (M) AUC (M) 

RoBERTa 0.7912 0.8660 0.7982 0.8785 

GPT-2 0.7780 0.8369 0.8162 0.8649 

ALBERT 0.7682 0.8047 0.7763 0.7945 

 
Table 3. Performance of models in detecting age bias. 

Model Accuracy (Young) AUC (Young) Accuracy (Old) AUC (Old) 

RoBERTa 0.9889 0.9965 0.9101 0.9454 

GPT-2 0.9222 0.9816 0.9551 0.9959 

ALBERT 0.9380 0.9654 0.9541 0.9784 

 
Firstly, we performed macro statistics on the data, here a simple weighting al-

gorithm was used to calculate the overall value of gender bias for all job ad data 
for both genders, for example overall bias for males value = Formula (3), where v 
denotes the bias value for each text given by the model, n denotes the number of 
this bias value, and N denotes the size of different bias values in the data set.  

 1
N

ii v n
=

⋅∑  (3) 

The results of the calculation show that the overall bias value for men is 0.64 
and for women is 0.51. Therefore, the degree of bias for men is slightly greater 
than that for women in the job advertisements, i.e., these job advertisements 
show more masculine words. Moreover, we use GBV (Formula (1)) to measure 
the bias degree in recruitment. As shown in Figure 6, the texts with absolute bias 
values over 0.6 points occupy 60.9% of all data, and the bias value increases sig-
nificantly after 0.6, which indicates that the bias felt by most people in the job 
advertisements is relatively strong.  

In addition to looking at the overall data, we also analyzed the gender bias in 
different fields, and the results presented an interesting data distribution as 
shown in Table 4. We found that male bias is significantly greater than female 
bias in Information & Communication Technology, Manufacturing, Transport 
& Logistics, and Trades & Services. Most of these fields are in the technology 
sector or require some degree of physical labor. Companies in these fields prefer 
to hire employees with certain masculine traits, while Advertising, Arts & Media, 
Education & Training, Healthcare & Medical, Hospitality & Tourism prefer fe-
male employees. The distribution of bias value given by the model is consistent 
with our intuitive impressions about these occupations in our daily life, which 
indicates that our model is valid.  

Another perspective for the analysis of the experimental data can be devel-
oped based on job types, our data contains different job types (Full time, Ca-
sual/Vacation, Part-time, Contract/Temp). In using job types as a new perspec-
tive to analyze gender bias, we found some new characteristics of data distribution.  
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Figure 6. Gender bias distribution. 
 
Table 4. Gender bias distribution over categories. 

Category 
Mean 
(GBV) 

Std 
(GBV) 

Mean 
Male Bias 

Mean 
Female Bias 

Advertising, Arts & Media 0.30 0.49 0.28 0.58 

Education & Training 0.61 0.45 0.17 0.78 

Healthcare & Medical 0.62 0.40 0.22 0.84 

Hospitality & Tourism 0.55 0.43 0.32 0.88 

Information & Communication Technology −0.51 0.44 0.78 0.27 

Manufacturing, Transport & Logistics −0.39 0.48 0.84 0.45 

Trades & Services −0.45 0.51 0.82 0.36 

 
Firstly, we divided the different job types into 4 levels, which are based on expe-
rience, i.e. from Part-time to Contract gradually requires more experience. From 
Figure 7, we can see that the degree of gender bias decreases as the level of job 
advertisement increases, i.e., the required experience increases. This may be due 
to the fact that as the skills required for the job become more complex, the 
gender factor tends to equalize in the job advertisement, i.e., the hiring company 
no longer has implicit expectations about the gender of the employee. It is also 
worth noting that with the increase in experience, companies prefer to hire men, 
while the preference for women in job postings is declining. According to the 
data in Figure 8, this trend is evident and shows a similar pattern across indus-
tries.  

2) Age bias analysis  
In general, our model gives data indicating that there is a much greater prefe-

rence for younger than older job seekers in job ads across all industries. Here we 
define an age bias value, ABV = young bias - old bias, similar to GBV, which 
ranges from −1 to 1. If the ABV value of a job ad is larger, it indicates that the 
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company wants to hire younger candidates. After the statistics, as shown in Fig-
ure 9 below, more than 77.1% of the job advertisements have an ABV value 
greater than 0.6, showing a higher implicit age requirement for job seekers (re-
quiring young people). About 17.9% of these job postings show a very strong age 
bias (ABV larger than 0.8), and only a very small number of companies show 
interest in older people in their job postings (less than 3%). This situation does 
not change significantly even for contract-type jobs that require more expe-
rience. As shown in Figure 10, almost all types of job advertisements want to 
hire young people. 
 

 

Figure 7. Gender bias values over job types. 
 

 

Figure 8. Gender bias distribution over job types and industries. 
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Figure 9. Age bias distribution over industries. 
 

To summarize, in this section, we found some patterns of data distribution 
through macro analysis of data, analysis of data sub-domains and changes of 
data with job type level. The pattern of data distribution and the results of our 
analysis are consistent with our daily intuition and have overall and local validi-
ty, which proves to some extent the effectiveness of the model for predicting the 
bias value of the data, which is also reflected in our follow-up survey. 
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Figure 10. Age bias distribution. 

7. Gender Debiasing Method Design  

1) Data  
According to our analysis, the IT industry exhibits significant gender bias. To 

study gender debiasing methods, we selected 40 job advertisements with the 
most pronounced gender bias from this industry as our samples. Figure 11 
showcases the distribution of these job advertisements. The average of the bias 
scores for these advertisements is −0.9184, with a variance of 0.0004.  

2) Methodology  
We aim to explore the use of generated text to reduce gender bias in job ad-

vertisements. The process of the debasing method experiment is illustrated in 
Figure 5. Strengers et al. (2020) proposed two methods, namely adhering and 
steering, to mitigate gender discrimination in job advertisements using natural 
language generation techniques.  
 Adhering involves generating new text by adhering to guidelines that re-

move expressions containing sensitivity and gender bias.  
 Steering intentionally incorporates language that appeals to underrepre-

sented gender groups in specific industries, aiming to attract more diverse 
practitioners.  

The implementation of the gender debasing method involves two steps. 
Firstly, in this experiment, we used ChatGPT as the tool for generating new text. 
We replaced the original company names and address information in the job 
advertisements, replacing all company names with “companyA” and all location 
information with “locationA”. We then generated new text for the 40 job adver-
tisements with the highest gender bias in the IT industry, based on the adhering 
and steering guidelines, using a gender bias detector we built. Secondly, we eva-
luated the gender bias scores of the two versions of newly generated texts by in-
putting them into the gender bias detector. The purpose was to determine 
whether the gender bias scores decreased for the texts generated by ChatGPT.  
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Figure 11. Distribution of selected job advertisements. 
 
Table 5 presents the prompts for the steering and adhering approaches, with a 
temperature value of 0.5 employed to balance text generation diversity and de-
terminism. Afterward, we conducted a user study to explore the effectiveness of 
the adherence and steering methods.  

3) Participants  
We recruited 410 distinct workers from Amazon Mechanical Turk (MTurk) 

as our survey respondents. Each worker who successfully completed the task re-
ceived a payment of $1. To ensure the quality of the responses, we restricted the 
workers’ geographical location to English-speaking countries, including Aus-
tralia, New Zealand, the United States, Canada, and the United Kingdom, as the 
gender biases in the job advertisements were based on English detection. Addi-
tionally, considering that the job advertisements varied in length and workers 
were required to rate three versions of job advertisements in one session, we set 
a minimum completion time of 300 seconds. We deemed answers provided less 
than this time inaccurate and rejected responses from workers who completed 
the survey in less than 300 seconds. Calculating the time it takes could help con-
trol quality and valid data, in which a longer completion time may indicate that 
respondents are engaging with the advertisements and considering their an-
swers, rather than rushing through it or providing inaccurate information. Ul-
timately, only 151 responses had completion times greater than 300 seconds.  

As we selected 40 job advertisements and their modified versions for the user 
study, having 151 completed responses implies that each job advertisement was 
rated by at least three workers. This reduces the randomness of the answers and 
increases their reference value. However, considering that different job adver-
tisements may have varying degrees of gender bias scores, a more significant  
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Table 5. Prompts for generating new advertisements with ChatGPT. 

Natural language 
generation techniques 

Prompts 

Steering 
Rewrite the following advertisement using language biased 
toward women to attract more female professionals to apply 
for this job without changing the original meaning 

Adhering 
Rewrite the following advertisement using neutral language 
without changing the original meaning 

 
number of responses for a particular job advertisement could have a greater im-
pact on the overall average. Therefore, for job advertisements with more than 
three respondents, we randomly retained the responses from three workers. This 
ensured that each job advertisement was rated by three workers, and the weight 
of each job advertisement’s influence on the results was equal. In the end, we 
accepted responses from 120 distinct workers, with 57.98% (69 individuals) be-
ing female and 42.02% (50 individuals) being male.  

4) User study design  
For the user study, we selected the top 40 job advertisements in the IT indus-

try that displayed the highest gender bias according to the gender bias detector. 
We used Qualtrics to create the questionnaire and published it on MTurk. In-
stead of simply replacing gender-biased words as done in previous studies, we 
employed the natural language generation method based on ChatGPT to create 
two versions of each advertisement: one with steering (using language biased 
towards femininity) and one with adhering (using more neutral language). For 
each version of the job advertisement, we asked three questions:  
 Q1: Assuming you meet all the requirements, please rate the overall attrac-

tiveness of this advertisement on a scale of 1 to 10, with 1 being extremely 
unappealing and 10 being highly appealing.  

 Q2: Please rate the effectiveness of this advertisement in attracting female 
professionals on a scale of 1 to 10, with 1 being extremely unappealing and 10 
being highly appealing.  

 Q3: Please rate the level of gender bias in this advertisement on a scale of 1 to 
10, with 1 being not biased at all and 10 being highly biased.  

We collected the gender, IP address location, response duration, and response 
date of the MTurk workers who participated in the study.  

8. Gender Debiasing Method Results  

1) Data reliability  
Ensuring the consistency and reliability of the designed questions in the user 

study is of paramount importance in user research. Understanding the consis-
tency of the questions helps determine the reliability and validity of the mea-
surement tool, thereby providing more valuable data and insights. When there is 
higher consistency among the questions, we can have greater confidence in us-
ing them to evaluate concepts such as advertisement attractiveness, gender ap-
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peal, and gender bias, thereby enhancing support for decision-making and prac-
tices. We employed a questionnaire as the measurement tool, consisting of a to-
tal of nine questions, including three versions (Q1, Q2, Q3) addressing adver-
tisement attractiveness, gender appeal, and gender bias. We selected Cronbach’s 
alpha as the indicator for consistency testing, as it is the most commonly used 
method to assess the internal consistency of a measurement tool. Cronbach’s 
alpha evaluates the level of consistency by quantifying the variances between the 
questions and the overall variance. Our aim was to determine the internal con-
sistency and reliability of the set of questions by calculating the reliability score. 
The formula for Cronbach’s alpha is provided below as Formula (4).  
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2
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1
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x

k
k

σ
α

σ
=

 −
 =
 −
 

∑
 (4) 

Here, k = 9. Based on our analysis, the reliability score of our set of questions 
was 0.8209. This indicates that in a single measurement, our set of questions ex-
hibited good internal consistency and reliability. It provides an effective tool for 
measuring concepts related to advertisement attractiveness and gender.  

2) User study results 
After conducting internal consistency checks, we sought to examine the dif-

ferences among different versions of job advertisements (original, steering ver-
sion, and adhering version) in terms of job attractiveness, attractiveness to fe-
male job seekers, and degree of gender bias. To achieve this, we employed Anal-
ysis of Variance (ANOVA) to compare the significant differences among the 
versions. ANOVA results typically include F-statistic and p-value. F-statistic 
represents the ratio of between-group differences to within-group differences, 
with a larger F-statistic indicating more significant differences. The p-value is a 
probability value used to measure whether the observed differences are due to 
random factors, with a p-value less than 0.05 considered significant.  

Initially, considering the responses from all participants, as shown in Table 6, 
concerning the attractiveness to female job seekers, there was a significant dif-
ference among different versions (F-statistic = 3.0931, p-value = 0.0466). Simi-
larly, there was a significant difference among versions in terms of gender bias 
(F-statistic = 5.7382, p-value = 0.0035). However, there was no significant dif-
ference among versions regarding job attractiveness (F-statistic = 0.9824, p-value 
= 0.3754). Figure 12 illustrates the average scores of different versions across 
various questions. Although there was no significant difference in job attrac-
tiveness, the steering version (7.25) and adhering version (7.43) showed percen-
tage increases of 1.39% and 3.91%, respectively, compared to the original version 
(7.15). As for attractiveness to female job seekers, the steering version (7.63) 
showed a 7.31% increase compared to the original version (7.11), whereas the 
adhering version (7.20) increased by 1.27%. The most significant difference was 
observed in gender bias, as the adhering version (6.16) reduced gender bias by 
13.60% compared to the original advertisement (7.13), while the steering version 
(6.61) also reduced it by 7.29%. 
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Figure 12. Gender bias and job attractiveness: all respondents’ average. 
 
Table 6. Comparison analysis of gender bias and attraction by all respondents. 

Value Attractiveness Attraction to Women Gender Bias 

p_value 0.3754 0.0466 0.0035 

F_statistic 0.9824 3.0931 5.7382 

 
In conclusion, both the steering version and adhering version demonstrated 

significant improvements in attracting more female job seekers and reducing 
gender bias. Among them, the steering version (7.63) performed the best in at-
tracting female job seekers, while the adhering version (6.61) had the lowest 
gender bias score. Although there was no significant difference in job attractive-
ness, the average job attractiveness scores of the steering version (7.25) and ad-
hering version (7.43) were still higher than that of the original advertisement 
(7.15).  

Next, we aimed to further analyze the differences in responses between male 
and female respondents. For female respondents, as shown in Table 7, there was 
a significant difference among versions regarding gender bias (F-statistic = 
3.1075, p-value = 0.0468). From the perspective of averages, as shown in Figure 
13, the gender bias differences followed the same trend as observed among all 
respondents, with the adhering version having the lowest score (6.26) and re-
ducing gender bias by 12.69% compared to the original version (7.17), followed 
by the steering version, which reduced it by 5.85%. In terms of attractiveness to 
female job seekers, the steering version (7.86) had the highest score, showing a 
6.08% increase compared to the original version (7.41), while the adhering ver-
sion (7.38) slightly decreased by 0.41%. However, in terms of job attractiveness, 
both the adhering version and the steering version increased the attractiveness to 
female respondents. The adhering version (7.65) increased it by 5.95% compared 
to the original version (7.22), and the steering version (7.46) increased it by 
3.32%. In summary, for female respondents, the adhering version (6.26) signifi-
cantly reduced gender bias by 12.69%, consistent with the results from all  
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Figure 13. Gender bias and job attractiveness: female respondents’ average. 
 
Table 7. Comparison analysis of gender bias and attraction by female respondents. 

Value Attractiveness Attraction to Women Gender Bias 

p_value 0.2016 0.1301 0.0468 

F_statistic 1.6142 2.0597 3.1075 

 
respondents. In terms of attractiveness to female job seekers, the steering version 
(7.86) performed the best, although the adhering version slightly decreased by 
0.41%. However, both the adhering and steering versions exhibited improve-
ments over the original advertisement in terms of job attractiveness to female 
job seekers.  

For male respondents, as indicated in Table 8, the p-values for all three as-
pects did not reach the significance level (0.05), suggesting no significant differ-
ences among the versions. However, the p-value for gender bias (0.0735) was 
close to the significance level, indicating a certain trend of differences. Figure 14 
presents the average values of different versions and questions. From the pers-
pective of gender bias, the adhering version (6.02) reduced it by 17.28% com-
pared to the original version (7.06), followed by the steering version (6.40) with 
a reduction of 10.32%. In terms of attractiveness to female practitioners, the 
steering version (7.32) showed a 9.25% increase compared to the original version 
(6.70), followed by the adhering version (6.96) with a 3.88% increase. However, 
in terms of job attractiveness, the adhering version (7.12) increased by 0.85% 
compared to the original version (7.06), while the steering version (6.96) de-
creased by 1.44%.  

In conclusion, our analysis results indicate significant improvements in at-
tracting female job seekers and reducing gender bias with the steering and ad-
hering versions. The steering version performed the best in attracting female job 
seekers, while the adhering version exhibited the best performance in reducing 
gender bias. Although there was no significant difference in job attractiveness, 
the adhering version (7.43) and the steering version (7.25) both showed higher  
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Figure 14. Gender bias and job attractiveness: male respondents’ average. 
 
Table 8. Comparison analysis of gender bias and attraction by male respondents. 

Value Attractiveness Attraction to Women Gender Bias 

p_value 0.8906 0.2661 0.0735 

F_statistic 0.1160 1.3359 2.6580 

 
job attractiveness scores than the original version (7.15). Finally, we found dif-
ferences in the effects of different versions on male and female respondents. Our 
research findings align with previous studies [24], suggesting that neutral lan-
guage is beneficial in reducing gender bias and attracting both male and female 
job seekers, while language leaning towards femininity increases attractiveness 
to female practitioners. Therefore, the adhering and steering methods based on 
ChatGPT prove effective in this aspect.  

3) Gender bias detector results  
With the assistance of our gender bias detector, we evaluated the gender bias 

scores of three versions (original, steering, and adhering) of the 40 most gend-
er-biased job advertisements in the IT industry. Through Figure 15, we can vi-
sually observe significant differences among the three versions.  

To further analyze these differences, we conducted an ANOVA analysis, re-
sulting in an F-statistic of 18.822 and an extremely small p-value (8.185e−08), 
indicating significant differences among the versions. Table 9 presents the aver-
age scores and distributions for each version. We can see that the steering ver-
sion has the lowest gender bias score (−0.7352) and a more dispersed data dis-
tribution (variance of 0.0483). The adhering version has a reduced average score 
(−0.8887) compared to the original version (−0.9184), and the data distribution 
(0.0114) is also more dispersed than the original version (0.0004). This confirms 
the alignment of our gender bias detector with the user study results, further va-
lidating the effectiveness of the ChatGPT-based natural language generation 
methods guided by adhering and steering approaches in reducing gender bias in 
job advertisements. 
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Figure 15. Distribution of gender bias scores across different versions. 
 
Table 9. Mean and variance of gender bias scores across different versions. 

Version Mean Variance 

Steering −0.7352 0.0483 

Adhering −0.8887 0.0114 

Original −0.9184 0.0004 

9. Conclusion 

This study aims to analyze gender and age biases in job advertisements in Aus-
tralia and explore the application of large-scale language models in detecting and 
reducing these biases. By collecting and analyzing job advertisement data from 
the Australian job-seeking website, Seek, this research reveals gender and age 
biases in different industries. The results show that male bias is significantly 
greater than female bias in Information & Communication Technology, Manu-
facturing, Transport & Logistics, and Trades & Services. Most of these fields are 
in the technology sector or involve some degree of physical labor. Companies in 
these fields tend to prefer employees with certain masculine traits, while indus-
tries such as Advertising, Arts & Media, Education & Training, Healthcare & 
Medical, and Hospitality & Tourism prefer female employees. Regarding age 
bias, only a very small number of companies demonstrate an interest in older 
individuals in their job postings, with the majority of advertisements leaning 
toward younger candidates.  

Furthermore, to build gender bias detectors and age bias detectors, this study 
employs large-scale language models such as RoBERTa, ALBERT, and GPT-2 
for training and testing. The results indicate that RoBERTa performs the best in 
gender bias and age bias detection tasks. 
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Additionally, by using ChatGPT as a natural language generation tool, this 
study explores two methods for generating new job advertisement texts: adher-
ing (using neutral language in advertisements) and steering (using more femi-
nine language in advertisements). User research results suggest that these me-
thods, particularly adhering, can reduce gender bias and increase the attractive-
ness to female candidates.  

10. Future Work  

Our research also has some limitations that we hope to address in future work. 
Firstly, our age bias dataset consisted of a total of 443 labeled sentences gener-
ated from collected age bias words. The limited size of the age bias dataset may 
restrict the model’s ability to learn comprehensive information about age bias 
during training. Future work could involve improving the establishment of age 
bias datasets to enhance the accuracy and comprehensiveness of age bias detec-
tion in text. Secondly, in reducing gender bias in job advertisements, we utilized 
text generation methods based on ChatGPT. However, there are numerous other 
text generation models that perform well in this domain, such as T5 (Raffel et al., 
2019) and BART (Lewis et al., 2019). Exploring the performance of different text 
generation models and how they can be effectively combined with our down-
stream tasks would help to better address the reduction of gender bias in the 
textual content. Lastly, this study primarily focused on exploring methods to 
reduce gender bias in textual content. It would be intriguing to investigate ap-
proaches for mitigating age bias in future research, expanding the exploration of 
bias reduction methods beyond gender. These future research directions would 
contribute to addressing the limitations of our study and further advance the 
understanding and mitigation of bias in text generation and detection.  
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